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bstract

Synthetic turbine oils from military aircraft engines were analysed for antioxidant content and total acid number using infrared (IR) spectroscopy.
wo-dimensional IR correlation analysis was employed to investigate and interpret observed trends in the spectra, as acid was formed and antioxidant
pecies were depleted in the oils, as a function of aging and engine wear. Principal components and partial least squares algorithms were used
nd compared for the development of calibration and prediction models. Transmission IR spectrometry is demonstrated to be effective for the

nalysis and monitoring of synthetic aviation turbine engine oils and shown to provide rapid and accurate information as compared with traditional
nalytical techniques and methods.

2007 Elsevier B.V. All rights reserved.

eywords: Synthetic turbine engine oil; Infrared spectroscopy; Principal components regression; Partial least squares; Total acid number; Antioxidants; 2D IR
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. Introduction

Oil is vital for maintaining optimum engine performance [1].
t protects the engine from the effects of heat, pressure, cor-
osion, oxidation and contamination, it acts as a lubricant by
roviding a fluid barrier between moving parts, reducing fric-
ion and wear, and oil serves to clean the interior of the engine
y removing dirt, wear and combustion contaminants. Oil also
erves to cool an engine by increasing heat dissipation, fur-
her reducing wear and preventing the entry of contaminants.
ecause of the different operating conditions and loads to which

he engines are subjected, there are many differences between
he oils used in the automotive and aviation industry and a com-
lex approval process exists for ensuring that materials used
n aviation applications are manufactured to relevant standards.
viation engines are made of lightweight alloys, and operate

ver a wider temperature range than normal automotive engines.
s a consequence of this, oils used in aviation engines are gen-

rally complex synthetic mixtures. Compared with automotive

∗ Corresponding author. Tel.: +61 3 9925 3358; fax: +61 3 9925 3747.
E-mail address: mike.adams@rmit.edu.au (M.J. Adams).
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ils they operate at a different viscosity and contain additives
eveloped to cope with the specific high performance needs of
viation engines [2].

It is imperative that aviation engine oil is monitored on a
egular basis, to identify impurities arising from the engine and
o determine the concentration of specific additives that may
ecome depleted through general use. For example, oils highly
epleted in added antioxidant have the potential to damage air-
raft lubrication systems and shorten the life expectancy of the
ngine or transmission system [2]. Typical antioxidants added to
ils are phenylamines such as PAN (phenyl-�-naphthylamine,
16H13N) [3]. These materials are generally lipophilic solids

hat serve as radical scavengers in the auto-oxidation of lubri-
ants, and such additives are usually present in fresh oils at a
oncentration of about 1–2% [3].

Two important oil parameters that require regular monitoring
re the concentration of antioxidant present in the oil and the so-
alled total acid number (TAN) of the oil. The latter indicates
he degree to which oil has broken down and is a measure of the

seful life remaining for the oil. When oil degrades, chiefly by
xidation, the oxidation by-products are acidic, and so measur-
ng the acidity of oil (and comparing it to an initial value) is a
ood indicator of the suitability of the oil for further service [4].
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AN is the measure of the weak organic and strong inorganic
cids formed in oil. The magnitude of the TAN value is propor-
ional to the amount of acidic constituents in the oil and is defined
s the specific quantity, in mg, of base (potassium hydroxide)
equired to neutralize the acid in 1 g of oil [5]. Common acids
ormed in aviation turbine oils are carboxylic acids, predomi-
antly C7 and C9, but also butyric (butanoic) acid and valeric
cid, which arise from the hydrolysis of esters, and phosphoric
cid which originates from the hydrolysis of organic phosphates.
f acids are allowed to accumulate in the oil there is a danger
hat they will corrode the metallic engine components. Magne-
ium, commonly used in engine and transmission components
o reduce system weight, is particularly susceptible to this form
f corrosion [2].

Traditionally oil condition monitoring is performed using
range of chemical and physical tests; TAN by titration with

otassium hydroxide, and antioxidant concentrations by liquid
hromatography [5]. Such methods are time consuming and, in
he case of TAN determinations, require relatively large volumes
f sample. As an alternative, the use of FTIR spectrometry to
onitor fuel and engine oil condition has received consider-

ble attention in the literature [2,4,6–10]. Thus, Pavoni et al.
ave reported the use of fixed-path length transmission stud-
es, with principal components analysis and partial least squares
egression analysis, to determine physico-chemical properties of
asoline (including density, Research Octane Number, aromatic
ontent, etc.) [7]. Navotny-Farkas and Bohme have similarly
mployed FTIR as a replacement technique for the traditional
ethods of chemical analysis of industrial lubricants [9], and
ooton has reviewed the application of spectroscopic methods

n the fuels and lubrication industry [10]. The determination of
cid Number and Base Number in lubricants by FTIR has been

eported by van de Voort et al. [4,6]. These authors overcame
he matrix effects commonly encountered with IR spectrome-
ry of unknown, complex mixtures by using signal transduction
nd differential spectroscopy. By this method trifluoroacetic acid
nd potassium phthalimide were used as stoichiometric reagents
o provide IR absorption signals proportional to the basic and
cidic constituents present in oils. Samples were diluted with
-propanol then split in half with one sub-sample treated with
eagent and the other treated with a blank reagent. The spectrum
f each sub-sample was recorded and the differential spectrum
btained to ratio out the invariant spectral contributions from the
ample. The authors reported excellent correlation between the
R results (using peak height measurements of the C O and
OO− vibration absorptions) and those from standard, titri-
etric methods, with the spectrometric technique providing

dvantages of requiring smaller size, greater speed of analysis,
nd lower environmental impact by the reagents used. These
uthors have described a similar method for the quantitative
etermination of moisture in lubricants [8].

The apparent complexity of these previous studies employing
R techniques, involving the use of added reagents to provide an

ndirect determination of analytes, arises because of the complex
nd varying types and structure of oils used in different engines.
he variability in oil matrix composition associated with differ-
nt engine types, and different lubricant manufacturers, makes a

u
r
u
s

73 (2007) 629–634

ingle, direct IR technique suitable for all types of oil difficult to
chieve. However, if only a single type of oil is studied (as here,
nd as is the case if a single engine oil system is monitored dur-
ng performance) then the variability in matrix composition is
educed and subsequent spectral interference effects minimized.

Non-spectrometric methods have also received attention and
onductivity measurements for monitoring engine oil condition
ave been reported by Wang [11].

In the study described here two properties, TAN (total acid
umber) and antioxidant concentration, of a turbine engine oil
rom a military aircraft were determined using FTIR spec-
roscopy with multiple regression, principal components (PC)
nd partial least squares (PLS), algorithms employed for the
evelopment of calibration, prediction, and validation models.
n addition to these quantitative analyses, results are presented of
he application of two-dimensional IR correlation spectroscopy
12] as a technique for studying the dynamic processes and
nterpreting the spectral data obtained during oil degradation.

. Experimental

.1. Samples

The oil samples examined were taken from a military aircraft
type F111 TF30 engine oil system). The oil is a synthetic prod-
ct containing synthetic polyol esters based on a mixture of 95%
5–C10 fatty acid esters of pentaerythritol and dipentaerythritol
nd containing, when fresh, approximately 2% added antioxi-
ant [2]. A total of 176 oil samples were examined, representing
wide range of TAN and antioxidant concentration values as
ight typically be encountered in monitoring military aircraft

ngine oil condition over a prolonged period of use.

.2. Data collection

Infrared spectra of the engine oil samples were collected
n fixed-path length potassium bromide cells, mounted in a
TIR spectrometer (Model Spectrum 2000, Perkin-Elmer, UK).
he spectra were recorded in transmission mode using one
f several cells of path lengths ranging from 0.1126 mm to
.1173 mm, and to correct for this all spectra were converted
o absorbance spectra and normalized to a constant path-length
rior to data analysis. Spectra were acquired over the spec-
ral range 4000–500 cm−1 at 2 cm−1 spectral resolution, 16
cans per sample were co-added. Spectra were signal aver-
ged to 5 cm−1 resolution, converted to JCAMP format and
mported into Matlab 7.1 (CEANET Pty., Ltd., Sydney, Aus-
ralia) for preprocessing, multivariate statistical analysis, and
wo-dimensional correlation analysis. Calibration model devel-
pment was conducted using the PLS toolbox (Version 3.5,
igenvector Research Inc., WA, USA) in Matlab, and both prin-
ipal components (PC) and partial least squares (PLS) regression
echniques were evaluated. Model validation was undertaken

sing the leave-one-out method in which each sample in turn is
emoved from the set used to build the model and subsequently
sed to derive a predicted value, the total of the errors for all
amples treated this way provides the validation error. The pre-
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ictive performance of models was assessed using samples not
mployed in model development.

.3. Reference methods

Each oil sample was analysed by conventional, reference
ethods to provide TAN values and antioxidant concentration

alues. TAN reference values were determined by titration of
he oil with potassium hydroxide as per ASTM D664 [13]. The
ntioxidant content of each sample was determined by HPLC
14]. Briefly, a 20 �L sample was injected on to a 250 mm silica
acked column and eluted using a 96% isooctane and 4% ethyl
cetate solvent mix. A UV detector, at 265 nm, was employed
o detect and determine total antioxidant concentration.

.4. Data preprocessing

Following normalization to constant path-length, the spectral
ata were mean-centred prior to model development and no other
re-processing of the data was undertaken for quantitative anal-
sis. It should be noted that although baseline correction using,
or example, second derivative transformation of spectral data
r multiplicative scatter correction [15], is often employed in
uantitative IR analysis, no observable advantages were gained
y using the technique here. By retaining spectral data in a non-
ransformed mode spectral bands are more easily recognized,
nd interpretation of latent variables can be much clearer.

. Results and discussion

An initial study included an examination of how the recorded
R spectra reflected the changes in oil composition as a function
f its aging and use. Fig. 1 illustrates typical infrared spectra
btained from samples of engine oil at different stages of use.

When fresh, the oil has a relatively high antioxidant con-
entration and a low free-acid (TAN) value. During use as
he oil wears, the concentration of antioxidant decreases and
he TAN value rises. However, at all stages the concentrations

f the antioxidant and acids are relatively low compared with
he bulk oil components and the spectra are dominated by
he features associated with the matrix. Qualitative and quan-
itative data analysis was subsequently undertaken on infrared

ig. 1. Typical infrared spectra from samples of aviation engine oil, fresh (-)
nd aged (- - -).
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ig. 2. Oil samples having a high TAN value (- - -) and a high antioxidant value
. . .), compared with the average spectrum (—) for the samples examined.

ata from a non-saturated region of the spectrum, away from
teep absorption shoulders. One region often quoted in the
iterature as suitable for quantitative analysis is the region
750–1550 cm−1 [4,8]. Under the experimental conditions
escribed here the spectral window found to provide best results
as the region 3600–3200 cm−1. Regions 1630–1540 cm−1, and
00–650 cm−1 also exhibited visible changes in spectral profile
ith aging of the samples but including data from these regions
as found not to improve quantitative analysis.
In general, antioxidant concentration and measured TAN

alue follow inverse trends with oil age and for the 176 sam-
les examined here the correlation coefficient between the two
ets of reference values is −0.74. In Fig. 2 selected spectra are
llustrated of samples having significant differences in TAN val-
es and samples with different antioxidant concentrations, along
ith the mean spectrum from all samples examined. The visible
ifferences in these spectra confirm that IR spectrometry is suffi-
iently sensitive for monitoring the changing composition of the
il as it performs in an engine. The nature of this relationship
etween these sample characteristics as provided from the IR
pectra can be illustrated by calculation and examination of the
o-called two-dimensional (2D) spectral correlation matrices.

Noda and co-workers pioneered the application and inter-
retation of two-dimensional correlation spectroscopy [12,16].
he full theory associated with the method has been presented in

hese and other publications and the technique has been applied
o a diverse range of problems. Its application alongside more
onventional chemometric methods (such as calibration mod-
ling) has received less attention although Yung et al. have
iscussed its use with factor analysis [17] and Segtnan et al. have
mployed principal components analysis and 2D near-infrared
orrelation spectroscopy for studying water structure [18].

For a series of spectra recorded as a function of time or
hanging composition, then the generalized 2D correlation spec-
roscopy concept allows the data to be described by synchronous
nd asynchronous spectral features [12,19], as given by the cen-
ral formula,
(ν1, ν2) = Φ(ν1, ν2) + iΨ (ν1, ν2) (1)
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(ν1, ν2) describes the variation of spectral intensity as a func-
ion of time or compositional change at two different spectral
ariables ν1 and ν2, and Φ and Ψ are, respectively the orthog-
nal real (synchronous) and imaginary (asynchronous) compo-
ents.

Noda and Ozaki [12] have demonstrated that the synchronous
D correlation spectrum is concisely represented by the product
f the mean-centred spectra matrix and its transpose.

(ν1, ν2) = 1

m − 1
XTX (2)

The asynchronous correlation spectrum can be derived from,

(ν1, ν2) = 1

m − 1
XTNX (3)

here m is the number of spectra in the series examined, and N
s referred to as the Hilbert–Noda transformation matrix, given
y

j,k =
{

0 if j = k

1/π(k − j) otherwise
(4)

It is apparent from Eq. (2) that for mean-centred data the
ynchronous correlation matrix describes the covariance matrix
etween the spectral variables of spectra recorded as a sequen-
ial series. By orthogonalising the mean-centred spectra with the
ilbert–Noda transform matrix (Eq. (3)) all linear relationships

n the data are zeroed and only non-linear effects are displayed
n the asynchronous matrix [12]. Asynchronicity is observed
nly when two signals are not totally proportional to each other
nd a non-linear relationship exists. Originally, the methodol-
gy underlying 2D correlation spectroscopy was developed to
escribe the changes observed in dynamic spectral data, i.e.,

hen the data matrix, X, represents a series of spectra chang-

ng with time and arranged in chronological order. However,
he dynamic variable need not be time but can be, for example,
oncentration of a spectrally active species. Thus, Wang et al.

t
a
p
t

Fig. 3. (a) Synchronous correlation matrix, from spectra ranked according to
ig. 4. The autopower spectrum (—) from the synchronous 2D correlation
atrix, and slices taken through this matrix at 3380 cm−1 (. . .) and 3540 cm−1

- - -).

ave examined near-infrared 2D spectral correlation analysis of
hanging protein and fat concentrations in milk [20].

The mean-centred infrared spectral data were ranked accord-
ng to known antioxidant concentration and the results of
pplying Eqs. (2) and (3) are illustrated in Fig. 3a and b as
ontour plots along with the average oil spectrum to aid identi-
cation of the features displayed in the 2D matrix.

In Fig. 3a the synchronous (covariance) spectral matrix is dis-
layed. The symmetric nature of the synchronous matrix about
ts leading diagonal is evident.

The values occupying this diagonal provide the so-called
utopower spectrum [12]. The autopower spectrum has been
bserved to be similar to the first principal component
21], which is not surprising since both extract and high-
ight regions of maximum change in the data relative to
he mean spectrum. The autopower spectrum from this spec-

ral data is shown in Fig. 4, and autopeaks, which are
lways positive, occur at 3540 cm−1 and 3380 cm−1. These
eaks correspond to the regions of major change in spec-
ral intensity observed during the observation interval, in

antioxidant concentration and (b) the asynchronous correlation matrix.
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Table 1
Performance of calibration models for the determination of antioxidant concen-
tration in aviation oil

Wavenumber range Model No. of
factors

RMSEC RMSEV RMSEP
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his case as the oil ages and the antioxidant concentration
ecreases.

The relationship between these spectral features is high-
ighted in the observed off diagonal negative peaks present
n Fig. 3a, at 3540 cm−1/3380 cm−1, and correspondingly at
380 cm−1/3540 cm−1, indicating a negative covariance (corre-
ation) between the intensities of the IR peaks at these positions.
his inverse relationship is evident in the ‘slice’ spectra of Fig. 4,
here vertical slices from the synchronous matrix at 3380 cm−1

nd 3540 cm−1 are displayed.
Further information concerning the changes in the recorded

pectra is obtained from examination of the asynchronous
atrix, displayed in Fig. 3b. This matrix is antisymmetric about

he leading diagonal, and has no autopeaks. Fig. 3b shows
eaks at off-diagonal positions, at 3380 cm−1/3540 cm−1 (and
540 cm−1/3380 cm−1). The presence of these features indicates
hat the species responsible for these bands are out of phase (non-
inear) with respect to each other’s rate of change. Thus, these
bsorption bands are negatively correlated (that at 3540 cm−1

ncreasing whilst the peak at 3380 cm−1 is decreasing) but the
hanges are not occurring at the same rate. The relative signs
f these peaks would also serve to suggest that the peak at
380 cm−1 was changing (decreasing) at a faster rate than that
t 3540 cm−1 was increasing [12].

These qualitative results and observations can be interpreted
n terms of the species present in the samples. Phenylamines,
uch as PAN, are substituted aromatic hydrocarbons and are
ypical antioxidant additives in lubricants. The observed absorp-
ion band at 3380 cm−1 that decreases with increasing age and
egradation of the oil is consistent with the medium intensity
–H stretch band associated with aromatic secondary amines

n a non-polar environment [2,22]. The other significant feature
n the series of recorded IR spectra is the band at 3580 cm−1

hat increases in intensity with age of the oil. This band is likely
ue to O–H stretch from carboxylic acid monomers [22] that are
ommon products formed as the oil undergoes oxidation. The
ack of significant spectral features around 2600 cm−1 [22] and
he fact that including other spectral regions did not improve
AN value prediction accuracy implies that there is little free
hosphoric acid in these samples.

.1. Calibration models

Of the 176 samples, 120 were used to develop calibration
odels with the calculated calibration error (RMSEC) used to

ndicate the goodness of fit between the predicted and known
nalyte values, and the validation error (RMSEV) value used to
ndicate how the model behaves with samples not included in
alibration development. Although useful in model development
MSEV provides a biased estimate of future behavior of the
alibration model [15], and the remaining 56 samples not used in
odel development were used for determining prediction errors
RMSEP). These statistics are defined by,

rror =
√∑M

i=1(ỹi − ŷi)2

M
(5)

b
P
m
d

200–3600 cm−1 PC 8 0.037 0.040 0.040
PLS 8 0.029 0.030 0.035

here ỹi and ŷi represent the measured and reference values for
he ith sample, respectively. For RMSEC, M is the number of
amples used in developing the calibration model (M = 119),
or RMSEV it is the number of samples used in validation
M = 120) using the leave-one-out procedure, and for RMSEP M
s the number of samples kept aside for examining the predictive
bility of the model (M = 56).

The distribution of analyte concentration values in the sam-
les examined was quite evenly spread across the range and the
6 prediction samples were selected randomly and uniformly
rom the 176 samples available.

The major changes in the spectra were observed in the region
600–3200 cm−1 as discussed above, and for the calibration
odels developed and examined here data from other regions
as not found to improve the performance of the models and

hese data were not included. Using the selected spectral range
nd 5 cm−1 resolution allowed each sample to be represented by
1 absorbance data points.

.2. Antioxidant analysis

The results using principal components and partial least
quares models for estimation of antioxidant concentration are
ummarized in Table 1.

For both schemes the minimum RMSEV value was attained
ith eight factors (latent variables) included in the models. The

elative performance of the different models, PC versus PLS
egression, can be accounted for by the PLS algorithm includ-
ng the dependent variable (analyte concentration) in the matrix
ecomposition and factor extraction stages of the numerical
nalysis. This is not the case with PC regression, which relies
n the magnitude of the variance of independent variables alone
n determining which factor to add to the model. The predictive
erformance of the PLS model, using the 56 samples with eight
atent variables, is illustrated in Fig. 5(a); the correlation coeffi-
ient between measured and predicted antioxidant concentration
alues is 0.993.

.3. Total acid number

The total acid number of an oil represents an oil prop-
rty rather than a specific component such as, for example, an
ntioxidant concentration. As with the determination of antiox-
dant content, the determination of TAN value was conducted

y examining the region 3600–3200 cm−1 using both PC and
LS regression techniques. A summary of results using these
odels is provided in Table 2, and again 8-factor models were

etermined to provide the most parsimonious results. The per-
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Fig. 5. Predicted, using PLS models, vs. reference values for (a) concentration
of antioxidant and (b) TAN values, for aviation oils.

Table 2
Performance of PLSR models for the determination of TAN of aviation oils

Wavenumber range Model No. of
factors

RMSEC RMSEV RMSEP
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200–3600 cm−1 PC 8 0.062 0.068 0.060
PLS 8 0.050 0.057 0.048

ormance of the 8-factor PLS model illustrated in Fig. 5(b); the
orrelation coefficient between measured and predicted TAN
alues is 0.972.

The residuals in the calibration data, for both the antioxidant
nd TAN analyses, were visually examined and for both ana-
ytes the residuals exhibited no discernable pattern as a function
f analyte concentration. Similarly, there was no significant dif-
erence between the range of residuals for the calibration and
alidation samples for these analytes.

. Conclusion

Infrared spectrometry can provide a useful alternative to
onventional analytical methods for monitoring aging of oil
amples from aviation engines. By restricting the applica-

ion to the role of monitoring a specific oil type in a
pecific engine, as here, rather than analysis of the many
il types on the market, then the problems associated with
ariable interfering components is largely overcome and the

[

[

73 (2007) 629–634

echnique provides a rapid and versatile means of process
ontrol. Both antioxidant concentration and total acid num-
er of aviation oils are amenable to assessment by FTIR
ith relative error of determination of less than 10% across
wide range of values typically encountered in such sam-

les.
The calibration models examined to predict TAN value and

ntioxidant concentration produce prediction errors comparable
o the more traditional methods. In all cases reported here the
rror is small compared to the observed change in these analytes
uring use of the oil [2].

By treating component concentration as a dynamic variable
he technique of two-dimensional correlation spectroscopy has
een applied to the FTIR data and the results obtained provide
nsight into the variables used in the construction and use of

ultivariate calibration models.
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bstract

The dominant role played by flow injection/sequential injection (FI/SI, including lab-on-valve, LOV) in automatic on-line sample pretreatments
oupling to various detection techniques is amply demonstrated by the large number of publications it has given rise to. Among these, its
yphenation with hydride/vapor generation atomic fluorescence spectrometry (HG/VG-AFS) has become one of the most attractive sub-branches
uring the last years, attributed not only to the high sensitivity of this technique, but also to the superb separation capability of hydride/vapor
orming elements from complex sample matrices. In addition, it also provides potentials for the speciation of the elements of interest.

It is worth mentioning that quite a few novel developments of sample pretreatment have emerged recently, which attracted extensive attentions from

he related fields of research. The aim of this mini-review is thus to illustrate the state-of-the-art progress of implementing flow injection/sequential
njection and miniaturized lab-on-valve systems for on-line hydride/vapor generation separation and preconcentration of vapor forming elements fol-
owed with detection by atomic fluorescence spectrometry, within the period from 2004 up to now. Future perspectives in this field are also discussed.

2007 Elsevier B.V. All rights reserved.
eywords: Flow injection; Sequential injection; Lab-on-valve; Hydride/vapor generation atomic fluorescence spectrometry
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. Introduction ated especially for complex sample matrices. Chemical
hydride/vapor generation (HG/VG) is an elegant approach
In modern analytical methodologies, sample pretreat-
ent has been recognized as a bottle-neck of the success

o the entire analytical procedure [1]. Therefore, efficient
eparation/preconcentration protocols are highly appreci-
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hich can readily separate the species of interest from the
ndesirable matrix components. Moreover the introduction of
he hydride/vapor into the atomization cell eliminates the need
f a nebulizer, and therefore improves the atomization efficiency

f the analytes [2]. Atomic fluorescence spectrometry (AFS),
s a flow through detector, is well compatible with on-line
ydride/vapor generation systems, therefore is most suitable
or measuring hydride/vapor forming species. Obviously, AFS



6 lanta

p
v
m
o
q
h

fl
b
t
a
t
a
t
m
f
t
w
m

t
h
I
g
H
L
c
A
t
n
v
F
o
u
t
r

2
fl
s

w
i
fl
a
t
e
s
p

2
i
fl

t

t
t
r
h
W
a
m
t

p
w
w
b
d
a
S
i
t
fi

i
t
fl
p
d
t
H
w
D
t
a
p
r
b
m
i
o
a
h

d
s
w
t
u
r
a

c
w
p
t
a

00 M.-L. Chen et al. / Ta

ossesses the figures of merit of high sensitivity for most of the
apor forming elements, ease of operation and low cost, and
inimized interfering effects comparing to ICPMS and some

ther instruments. The capability of simultaneous multi-element
uantification well facilitated the determination of a series of
ydride/vapor forming elements by employing HG/VG-AFS [3].

The detection capability of hydride/vapor generation atomic
uorescence spectrometry is, however, still frequently restricted
y the coexisting matrix components especially the transi-
ion metal species when analysing real-world samples. Thus
n appropriate sample pretreatment step is needed in order
o isolate the interfering species before hydride/vapor gener-
tion process and the ensuing AFS detection. It is obvious
hat the most effective approach for completely eliminating the

atrix effects should encompass the separation of the analytes
rom the sample matrix components. At this point, flow injec-
ion/sequential injection is undoubtedly a prominent choice,
hich not only facilitates automatic on-line operation, but also
inimizes potential sample contamination [4].
This review presents an up-to-date progress of the implemen-

ation of flow injection/sequential injection in facilitating on-line
ydride/vapor generation with detection by AFS since 2004.
n this context, the frequently employed on-line hydride/vapor
eneration schemes are discussed, including FI/SI on-line
G/VG separation/preconcentration coupled with AFS (where
OV-bead injection schemes incorporating a renewable micro-
olumn for on-line hydride/vapor generation interfaced to
FS detection is addressed as a useful supplement), simul-

aneous determination of multi-elements of vapor forming
ature with FI/SI-HG/VG-AFS, as well as the determination of
apor forming species in special sample matrices by adopting
I-HG/VG-AFS. It is worthwhile mentioning that atomic flu-
rescence spectrometry has been a well developed and widely
sed technique in China. Therefore, a large part of the con-
ributions involved in this mini-review is attributed to Chinese
esearchers.

. On-line hydride/vapor generation atomic
uorescence spectrometric determination of metal
pecies from complex matrices

During the last few years a large amount of investigations
ere focused on the hyphenation of flow injection/sequential

njection hydride/vapor generation sample clean-up to atomic
uorescence spectrometry. In Sections 2.1–2.3, pertinent details
bout on-line hydride/vapor generation for the determina-
ion of vapor forming metal species are presented. Special
mphasis is on some of the novel separation/preconcentration
ystems along with the development of innovative AFS detection
rotocols.

.1. The recent development of flow injection/sequential
njection hydride/vapor generation with detection by atomic

uorescence spectrometry

It is well documented that the combination of flow injec-
ion/sequential injection and hydride/vapor generation is among

p
t
d
u

73 (2007) 599–605

he most efficient sample clean-up approaches, which in addition
o the high sensitivity of atomic fluorescence spectromet-
ic determination offers excellent detection capability for the
ydride/vapor forming elements with satisfactory selectivity.
ithin the time span of the present review, some exciting

chievements in the development of novel sample pretreatment
ethodologies were reported, as illustrated in Table 1. Some of

he prominent characteristics of these procedures are given.
A method for analysing different species of selenium was

roposed by performing the speciation of inorganic selenium
ith an on-line system [5], where Se(IV) was co-precipitated
ith lanthanum hydroxide and was collected by using a PTFE
eads packed micro-column. The collected co-precipitate was
issolved with a certain amount of hydrochloric acid which was
fterwards employed for hydride generation and AFS detection.
e(VI) was reduced to Se(IV) with hydrochloric acid and a sim-

lar co-precipitating procedure was followed in order to obtain
he total amount of selenium, and the amount of Se(VI) was
nally achieved by subtraction.

The existence of dimethylselenium (DMSe) and dimethyld-
selenium (DMDSe) tend to cause serious interference on
he determination of Se(IV) by hydride generation atomic
uorescence spectrometry. A flow injection separation and
reconcentration system coupled to HG-AFS was therefore
eveloped by on-line co-precipitation in a PTFE knotted reactor
o eliminate the interference suffered from organoselenium [6].
ydrochloric acid was used to dissolve the precipitate and merge
ith KBH4 solution for HG-AFS detection. The interference of
MSe and DMDSe on the Se(IV) determination by conven-

ional HG-AFS and its elimination by the developed separation
nd preconcentration system were evaluated. Another on-line
reconcentration coupled with hydride generation atomic fluo-
escence spectrometric system demonstrated that Se(IV) could
e selectively determined in aqueous solution by on-line for-
ation of Se(IV)–pyrrolidinedithiocarbamate (PDC) complex

n HCl medium [7]. The neutral charged complex was adsorbed
nto the surface of PTFE fiber in a micro-column, which was
fterwards eluted with KBH4 in KOH solution and used for
ydride generation by merging with an acid stream.

Lead in environmental and biological sample matrices was
etermined with a procedure of on-line solid phase extraction
eparation and preconcentration [8]. A micro-column packed
ith iminodiacetate chelating resin was employed for retaining

race level of lead, which was afterwards eluted with a small vol-
me of hydrochloric acid followed by hydride generation with
eduction by tetrahydroborate in the presence of ferricyanide as
n oxidizing/sensitizing reagent.

A gas–liquid generator was specially designed for mer-
ury non-aqueous hydride generation. The mercury reacted
ith KI–HNO3 + CS(NH2)2 was on-line extracted into tri-butyl-
hosphate and thereafter the hydride was generated with sodium
etrahydroborate in N,N-dimethyformamide and anhydrous
cetic acid followed by AFS quantification [9]. An interesting

rocedure for the separation and non-chromatographic specia-
ion of mercury was described [10], where ammonium diethyl
ithiophosphate(for Hg2+) and dithizone(for CH3Hg+) were
sed as dual selective complexing agents to develop a novel
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Table 1
Various flow injection/sequential injection separation and preconcentration schemes for hydride/vapor generation elements as interfaced to AFS

On-line pretreatment protocols Means for collection of analytes Elements and samples References

Precipitation/coprecipitation On a PTFE beads packed micro-column Se in reference human hair materials and
environmental water samples

[5]

On the inner wall of PTFE knotted reactor CH3Hg+ or Hg2+ in biological and water
samples

[10]

On the inner wall of PTFE knotted reactor Se in reference tea materials [6]
Sequential/bead injection lab-on-valve
incorporating a renewable C18 micro-column

Cd in biological and water samples [18]

Solid phase extraction Micro-column packed with PTFE fiber Se in certified reference water samples [7]
Micro-column packed with iminodiacetate
chelating resin

Pb in frozen cattle blood, human hair water
samples

[8]

Column packed with an anion-exchange resin
(Amberlite IRA-410)

As in reference solid and water materials [11]

Anion-exchange resin (D201) packed column Cd in certified soil reference materials [16]
Column packed with Cyanex 923 immobilized
PTFE power

Tea standard reference materials [15]

Bead injection-LOV with anion-exchanger as
sorbent

As in environmental waters [19]

Solvent extraction Sequential extraction procedure (from solid to
aqueous)

As in certified soil reference materials [12]

ase and Hg in soil and geological samples [9]
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Extraction (from aqueous to organic ph
vapor generation in organic phase)

ow injection on-line sorption separation and preconcentration
ystem by adsorbing both complexes onto the inner wall of a
TFE knotted reactor. The retained complexes were then eluted
y using 15% (v/v) hydrochloric acid. The speciation of Hg2+

nd CH3Hg+ was thereafter carried out by hydride generation
ith different concentrations of KBH4 followed by AFS deter-
ination. The flow manifold is illustrated in Fig. 1.
Hydride generation technique has found wide applications

n the determination of trace levels of arsenic in various sam-
le matrices. Inorganic arsenic was on-line preconcentrated on
column packed with Amberlite IRA-410 using a multi-syringe
ow injection system and determined by HG-AFS [11], and a
ve-fold improvement of detection sensitivity was achieved by
sing this approach over a similar technique developed previ-
usly by the same group of authors. By employing K2S2O8
olution as the oxidizing reagent for the oxidation of As(III) and
rganic arsenic species into As(V) at room temperature, a new
ow injection on-line sequential extraction procedure coupled
ith HG-AFS was developed for rapid and automatic fractiona-

ion of arsenic in soil samples [12]. The methodology involved a
hree-step sequential extraction procedure with deionized water,
OH solution, and HCl solution. The technique offers several
dvantages, which include high speed, decreased sample/reagent
onsumption, minimized risk of sample contamination as well
s analyte loss.

The hydride/vapor generation of cadmium tends to suffer
rom severe interferences arising from the coexisting species,
hus the experimental conditions are generally much more
ritical as compared to other vapor forming elements, e.g.,
ercury, arsenic and selenium [13,14]. Therefore, on-line
emoval/separation of the interfering components is undoubt-
dly an ideal choice. Recently, an on-line solid phase extraction
rocedure was developed for the preconcentration of cadmium
rom tea samples [15]. Cadmium was retained on a micro-

Fig. 1. The FI flow manifold for on-line sorption preconcentration of mercury
coupled with CVG-AFS (from Ref. [10], with permission by Elsevier B.V.).
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Fig. 2. Flow manifold of the sequential/bead injection LOV system coupled to
HG-AFS. SP1, SP2: syringe pumps; SV1: LOV; SV2: 8-port selection valve;
P
r
R

b
w
w
c
h

2
fl
s

f
a
s
B
s
f

T
V

S

A

A

C

A

02 M.-L. Chen et al. / Ta

olumn packed with Cyanex 923 attached PTFE powders, while
ther matrix ions or interfering ions were removed. The retained
admium was afterward eluted from the column by using an
luent containing Co2+ and sulphuric acid, and the eluate was
mployed for the ensuing AFS detection. Another procedure
as reported to effectively separate ultra-trace amount of cad-
ium in the presence of more than 104 fold of coexisting metal

pecies [16], where cadmium was retained by using an anion
xchange resin packed micro-column, while the majority of
he interfering metal species remained in the original solution
nd were therefore eliminated. The cadmium was eluted from
he column with ammonia, and the ensuing hydride generation
rocess was facilitated by merging with a hydrochloric acid
tream followed by AFS detection. The system was applied
or the analyses of a series of geological standard reference
aterials.
The third generation of flow injection, i.e., the so-called

icro-sequential injection lab-on-valve (μSI-LOV) system,
as opened up new avenues in chemical analysis regard-
ng sample processing [17]. An on-line co-precipitation
eparation/preconcentration approach was developed for the
etermination of ultra-trace cadmium, by using a sequen-
ial/bead injection lab-on-valve system incorporating a
enewable micro-column packed with C18 immobilized co-
olymeric micro-beads [18]. The flow manifold was illustrated
n Fig. 2. The proposed operating procedure includes separa-
ion/preconcentration by adsorbing the co-precipitate onto the
18 surface, co-precipitate dissolution and hydride generation.
he on-line renewal of the packed micro-column in the lab-
n-valve system well avoided the malfunctions of the column,
rising from the build up of flow impedance and consequently
he deterioration of collection efficiency. With a sampling vol-
me of 500 ml, quantitative retention of cadmium was achieved,
long with an enrichment factor of 9.8 and a detection limit of
.5 ng 1−1, as the authors claimed. The procedure was validated
nalyzing cadmium in a few certified reference materials.

Very recently, another interesting marriage between lab-on-
alve/bead-injection and HG-AFS for the assay of trace-level
etalloids was reported [19]. Employing quantitative preox-
dation of As(III) to As(V) by means of permanganate, the
ethod involves preconcentration of arsenate at pH 10 on a

enewable anion exchanger packed micro-column. The analyte
pecies was afterward stripped out and concurrently prereduced

n
s
t
i

able 2
arious flow injection schemes for simultaneous determination of hydride/vapor form

pecies determined Procedures for sample clean-up

s and Se Acid digestion of the samples in a
microwave digestion system, using
hydrochloric hydroxylamine as pre-reducer

s and Sb Soxhlet extraction method with a
methanol–water system

d and Zn Microwave digestion with Co2+ and
8-hydroxyquinoline as enhancement
reagents

s, Sb, Se and Bi HCl for the reduction of Se(VI), while As(V)
and Sb(V) was reduced by thiourea
P: peristaltic pump; GLS: phase separator; HC1, HC2: holding coils; C1, C2:
enewable column positions; T: connector (from Ref. [18], by permission of The
oyal Society of Chemistry).

y KI in a HCl medium. The eluate was downstream merged
ith sodium tetrahydroborate for generation of arsine, which
as subsequently quantified by AFS. The proposed procedure is

haracterized by a high tolerance to metal species and interfering
ydride-forming elements.

.2. Simultaneous determination of multi-elements with
ow injection hydride/vapor generation atomic fluorescence
pectrometry

Atomic fluorescence spectrometry has been extensively used
or the determination of hydride-forming elements, by taking
dvantages of high sensitivity, wide linear dynamic range, high
ampling frequency as well as ease of operation and low cost.
ut when comparing to hydride generation atomic absorption

pectrometry, the main advantage of HG-AFS is the potentials
or simultaneous determination of multi-elements.

When conducting literature survey, it could be readily recog-

ized that only very few publications were located concerning
imultaneous determination of multi-elements, as compared to
hose handling the quantification of individual species. Table 2
llustrated some of the approaches for multi-element analysis,

ing elements as interfaced to AFS

Samples References

Chinese medicinal herbs [21]

Chinese herbal medicines [20]

Certified reference materials of soil,
cabbage, peach leaf, rice flour and tea

[2]

Certified biological reference materials [22]
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hile pertinent details and discussions related to these proce-
ures are presented in the following.

A recent study reported a new method for simultaneous
etermination of trace arsenic and antimony in Chinese herbal
edicines by hydride generation-double channel atomic fluo-

escence spectrometry with a Soxhlet extraction system and an
-octanol-water extraction system [20]. The authors claimed that
he concentration ratios of n-octanol-soluble As or Sb to water-
oluble As or Sb were related to the kinds of medicine and the
cidity of the decoction. Soxhlet extraction was found to be an
ffective method for plants pretreatment for determination of
rsenic and antimony species in Chinese herbs.

Another procedure indicated that the presence of both tartaric
cid and hydrochloric acid can facilitate the simultaneous gener-
tion of hydrides of selenium and arsenic, and the hydrochloric
ydroxylamine had a favorable effect on the efficiency of hydride
eneration of total arsenic, but similar phenomenon was not
bserved for the hydride generation of selenium, to the authors’
xperience [21].

Four hydride-forming elements, i.e., arsenic, antimony,
ismuth and selenium, were simultaneously determined by
ydride generation-four-channel non-dispersive atomic fluores-
ence spectrometry, and the proposed method was applied to the
etermination of these elements in a series of Chinese certified
iological reference materials [22]. Fig. 3 shows the schematic
iagram of the four-channel non-dispersive AFS employed in
his study. The high-powered hollow cathode lamps were oper-
ted in high lamp current, providing high intensity of radiation,
hich improved the stability and offered a longer lifetime. A
olar blind photomultiplier was used as the detector in the
on-dispersive detection system. Thiourea was used as a pre-
eduction agent for pentavalent arsenic and antimony, and at
he same time, acted as a masking agent for the elimination or

ig. 3. The schematic diagram of the four-channel non-dispersive atomic flu-
rescence spectrometer used. (1–4) High-power hollow cathode lamp; (5–9)
ens; (10) atomizer; (11) solar blind photo-multiplier; (12–15) lamp source con-
rolling; (16) modulated pulsed generator and controller; (17) multiplier; (18)
lectro-switch; (19–22) channel signal processor; (23) computer (from Ref. [22],
ourtesy Elsevier B.V.).
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inimization the interferences on the determination of hydride-
orming elements from the coexisting metal species, e.g., Fe, Cu
nd Ni. Even Zn and Cd were simultaneously evaluated by AFS
oupled with an intermittent flow vapor generation system. The
nhancement reagents were crucial to the chemical vapor gener-
tion of these two elements, where complexing reagents such as
henanthroline and 8-hydroxyquinoline played important roles
2].

.3. Miscellaneous flow injection/sequential injection
ydride/vapor generation approaches employed for special
ample matrices

Most of the commercially available AFS instrument are
quipped with one or two peristaltic and/or syringe pumps as
ntermittent or continuous flow-reactor for hydride/vapor gener-
tion. The pumps well facilitated automatic operation of the
ntire system. Practically, one could perform on-line sample
retreatment by using a peripheral flow injection or sequen-
ial injection system, followed by hydride/vapor generation and
FS determination. It is also quite common to carry out off-line

ample clean-up served as a front-end of the ensuing HG-AFS
peration. A recent study reported the determination of five
ydride-forming elements in milk samples, e.g., arsenic, anti-
ony, selenium, tellurium and bismuth, by employing slurry

ampling [23].
Recently, an electromagnetic induction-assisted heating

n-line oxidation system coupled to atomic fluorescence spec-
rometry was developed for the determination of total and
norganic mercury in fish samples [24]. Inorganic or total

ercury could be determined with a same flow manifold by
mploying potassium peroxodisulphate as the oxidizing agent
o decompose organo-mercury compounds. The experimental
arameters governing on-line digestion efficiency were investi-
ated. Previously, the same group developed an electromagnetic
nduction oven as the heating source for on-line sample diges-
ion [25]. The proposed method was successfully applied to the
etermination of total mercury in cigarette by atomic fluores-
ence spectrometry equipped with an intermittent flow reactor.
nother interesting work reported for the first time was the
etermination of trace arsenic in the skeleton fossils by utilizing
ydride generation atomic fluorescence spectrometry [26]. The
amples were digested with aqua regia in a boiling water bath.
he analytical results indicated that the arsenic concentrations
ere exceptionally high in all of the skeleton fossil samples

nvestigated. The obtained results might provide useful infor-
ation for revealing the mystery of the mass extinction of the

inosaur fauna.
Tetrahydroborate has been widely employed for hydride

nd vapor generation in a hydrochloric acid medium. It is,
owever, not feasible for some of the species of higher oxida-
ion states, e.g., Se(VI), As(V), and thus appropriate reduction
rocess is an pre-requisite for the analysis of such species.

hiourea was employed as a reduction reagent for on-line pre-

eduction of selenium (VI) followed by hydride generation in
he KBH4/NaOH–HCl system. The authors reported that the HG
fficiency of Se(VI) was significantly improved, which was even
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igher than that obtained by using a same amount of Se(IV) in
he conventional HG system [27]. This procedure was validated
y analyzing total selenium and selenium species in certified
eference material NIST 1946. It was further applied to sele-
ium speciation in cultured garlic samples. The same group of
uthors also reported the pre-reduction of As(V) to As(III) by
sing thiourea and ascorbic acid as the reducing reagents, and
he pre-oxidation of Pb(II) to Pb(IV) with K3Fe(CN)6 and tar-
aric acid as the oxidizing reagents [28]. In the mean time, the
educing and oxidizing reagents served as masking reagents for
lleviating the potential interferences arising from the coexisting
ransition metal species during the vapor generation process.

Selenium content in vegetables was determined by hydride
eneration atomic fluorescence spectrometry [29] after the sam-
les were digested by enclosing H2SO4, HNO3, H2O2, V2O5
nd HF inside a piece of PTFE tube. Another procedure for the
etermination of selenium in plant and peat samples by hydride
eneration-atomic fluorescence spectrometry was developed
30]. Dried samples were digested with nitric acid and hydrogen
eroxide in closed, pressurized PTFE vessels in a microwave
ven. Se(VI) was directly reduced to Se(IV) in the undiluted
igestion solutions after addition of hydrochloric acid in a
icrowave oven. The analytical procedure was critically evalu-

ted by analyzing two certified plant reference materials as well
s three peat reference materials.

An automated sequential injection hydride generation atomic
uorescence spectrometric method was developed, with the aim
f screening blood lead levels for Chinese citizens, especially for
hildren [31]. Lead hydride was generated from acid solution,
ith potassium ferricyanide as an oxidizing agent, by react-

ng with alkaline tetrahydroborate solution. The hydride was
eparated from the reaction medium in a gas–liquid separator
nd swept directly into the atomizer. A thorough scrutiny was
ade of the various factors, including the modification of the
FS instrument and related parameters, the various wet diges-

ion protocols, the variables of the flow system and the reaction
onditions. The accuracy and practical applicability of the pro-
edure were validated by analyzing certified reference materials
f frozen cattle blood GBW 09139 and GBW 09140, and fur-
her demonstrated by spiking recoveries of lead in human whole
lood samples.

When real-world sample matrices were pretreated, it is
lways necessary to convert the species of interest to a chemical
orm suitable for hydride/vapor generation. In this respect, ultra-
iolet irradiation has been proved to be a useful approach. In an
lkaline medium, the pretreatment of seawater by continuous-
ow hydride generation-atomic fluorescence spectrometry was
mployed for the determination of total arsenic [32]. This sam-
le pretreatment is meant to convert non-reducible arsenic into
norganic forms to facilitate hydride generation. The behaviors
f four hydride-reactive arsenic species, i.e., As(III), As(V),
onoethylarsonic acid (MMA), dimethylarsinic acid (DMA),

nd arsenobetaine (AsB) were studied. The authors claimed that

V irradiation at pH 1 resulted in the conversion of all species

nto As(V) with the exception of AsB and DMA. While conver-
ions of DMA and AsB into As(V) were observed at pH 11 in
ess than 30 min under UV irradiation.

A
a
r
e

73 (2007) 599–605

An online UV/TiO2 photocatalysis reduction device was
eveloped for online reduction of Se(VI) [33]. Nano-TiO2 was
repared by sol–gel process, which was coated onto the surface
f a glass fiber fixed in the central part of a quartz capillary to
chieve the on-line reduction of Se(VI) under UV-irradiation in
flow system. The vapor generation efficiency of Se(VI) was

mproved up to 53.3% compared with that in a KBH4/HCl VG-
FS system, and was about two orders of magnitude higher

han that obtained by using a same UV-irradiation system in the
bsence of nano-TiO2.

A new photochemical reaction for mercury vapor genera-
ion coupled to atomic fluorescence spectrometry was described
or the speciation analysis of inorganic mercury and organic
ethylmercury in aqueous solution [34]. The system simply

sed a single reagent, i.e., formic acid, to react with Hg2+ or
eHg in aqueous solution under natural light or ultraviolet irra-

iation for the generation of cold mercury vapor, which was
ubsequently detected by AFS. This method was validated by
etermination of mercury in a certified reference material of
ater sample. Another technique was reported for direct vapor
eneration of mercury species on nano TiO2 under UV irradi-
tion in the presence of a mixture of formic acid and sodium
ormate as a hole scavenger [35]. The procedure was applied for
he determination of mercury species by atomic fluorescence
pectrometry with a newly designed UV/TiO2 photocatalysis
eaction device (UV/TiO2 PCRD) as an effective sample intro-
uction unit.

. Conclusions and perspectives

It is obvious from the above discussions that the determina-
ion of hydride/vapor forming elements can be well facilitated
y FI/SI hydride generation atomic fluorescence spectrometry.
n-line separation and preconcentration procedures can effec-

ively eliminate the interfering effects from matrix components,
nd offer pertinent improvements of sensitivity. So far the cou-
ling of on-line sample pretreatment protocols with HG-AFS
as not yet been investigated thoroughly. There are therefore
till some vacant areas need to be further exploited. For instance,
ore selective and more effective preconcentration procedures

re highly expected, which deserve pertinent attentions to be
ocused on.

Micro sequential injection lab-on-valve system has proven
o be an excellent front-end for downscaling the level of fluidic

anipulation and sample pretreatment, thus the integration of
ydride/vapor generation and fluorescence detection onto a lab-
n-valve will definitely open up avenues for novel applications
f atomic fluorescence spectrometry [36].

It is well known that so far some 20 vapor forming elements
ould be determined by using atomic fluorescence spectrometry,
uture investigations should be directed to exploit vapor gener-
tion approaches for metal species out of this scope. Although
ery few literatures demonstrated that on-line vapor generation

FS is equally effective for the determination of some met-

ls that cannot form hydride [37], more efforts are obviously
equired in this field in order to extend the list of vapor forming
lements.
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bstract

This manuscript deals with the application of molecular connectivity calculations to predict the photo-induced chemiluminescent behaviour
f the family of herbicides grouped as amides. Several compounds of this group were theoretically studied by means of a general discriminant
quation formerly obtained, being 18 of them (plus eight from the chloroacetanilide sub-group) predicted with a high probability as photo-induced
hemiluminescent. Empirical confirmation of the chemiluminometric behaviour was performed with some few commercially available amide
erbicides.

On the basis of these results, a new multicommutation-photo-chemiluminescent method is proposed for the determination of the diphenamid.
he method is based on the photodegradation of the pesticide and then the resulting photo-fragment solutions are oxidized by K3[Fe(CN)6] in

◦
odium hydroxide medium, at room temperature and 80 C, for the photodegradation and chemiluminometric oxidation, respectively. The studied
alibration up to 5.0 mg l−1, revealed a linear dynamic graph up to 20 mg l−1. The reproducibility between days resulted in a R.S.D. (in slope %)
f 2.8 (n = 5) and the repeatability with a %R.S.D. (n = 20) of 4.3. LOD (s/n = 3) of 1 �g l−1 and sample throughput of 20 h−1. The influence of
oreign compounds is also tested and the optimized flow assembly is applied to different kind of samples.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Diphenamid is the N,N-dimethyl-�-phenylbenzeneaceta-
ide and its molecular structure is depicted in Fig. 1. This her-

icide belongs to the group of the substituted amide herbicides
1], which are usually used to control seedling weeds prior to, or
mmediately following emergence. This group, made from ani-
ine treated with organic acids, is formed by a certain number of
omponents all of them used very often due to persistence, effi-
acy and selectivity when applied to pre-emergence field trials

2,3]. Persistence of these herbicides is generally fairly short;
owever, many of them are susceptible to leaching and have
een found as contaminants in ground water.

∗ Tel.: +34 96 354 40 62; fax: +34 96 354 40 62.
E-mail address: jose.martinez@uv.es (J.M. Calatayud).
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tion; Diphenamid; Amide herbicides

A relevant member of this herbicide family is diphenamid
hich is used as a selective pre-emergence surface-applied her-
icide for control of annual grasses and broadleaf weeds in
eanuts, tobacco seedbeds, field tobacco, tomatoes and pep-
ers, okra, irish potatoes, sweet potatoes, cotton, soybeans,
trawberries, blackberry and raspberry (nonbearing), apple and
each trees, orange, lime and cherry trees (nonbearing), pine
eedbeds, dichondra, iceplant, bermudagrass lawns and other
rnamental plants. Light rainfall or sprinkler irrigation following
iphenamid application will improve its control of weeds.

Diphenamid will be released in the environment during its
se as an herbicide. If released to soil, the loss of diphenamid
ill occur primarily due to biodegradation, as certain species

f soil fungi are capable of metabolizing diphenamid. The loss
ue to volatilization and photolysis should not be important;
t is nonvolatile and appears to be relatively stable in sunlight.
epending on soil characteristics and rainfall, the persistence of
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Fig. 1. Molecular structure of diphenamid.

iphenamid in soil may be 3–8 months. Microorganisms appear
o play a significant role in degradation of diphenamid in soil
4].

Most reported methods for the analytical determination of
iphenamid are dealing with chromatographic, liquid or gas,
eparation. A mixture of pesticides including diphenamid were
etermined by chromatography–spectrometric detection [5].

The couple gas chromatography–mass spectrometry has been
pplied to three kinds of Korean domestic crops, namely:
hrysanthemum coronarium, Perilla japonica, leaf, and Lac-

uca savita, which are very popular vegetables eaten raw in
orea [6]. Gas chromatography–mass spectrometry-FTI spec-

rometry and high-performance liquid chromatographic have
lso been applied to characterization of di- and monoisomers
f diphenamid [7]. Other published procedure is a Micromass
echnical Note—particle beam LC/MS analysis of pesticides

ncluding determination of diphenamid in ground water [8].
he analysis of some pesticide residues in foodstuffs have been
olved by applying capillary gas chromatography with mass-
pectrometric detection [9]. A method for the determination
f residues of pesticides in fruits and vegetables is based on
wo different strategies, gas chromatography–mass spectrom-
try and liquid chromatography with fluorescence detection,
espectively. The method has been used for analysis of various
ruits and vegetables, such as apple, banana, cabbage, carrot,
ucumber, lettuce, orange, pear, pepper and pineapple [10].

This paper deals on an analytical strategy applied to deter-
ination of pesticides in samples of environmental interest

n which is coupled a “clean chemistry” procedure as is
he UV-irradiation with a high sensitivity detector, the lumi-
ometer. The automated assembly belongs to the new and
mergent continuous-flow methodology known as multicom-
utation which manifolds can be adapted to different analytical

roblems. This versatility is possible as the required changes
n the configuration of the flow manifold are only a logical
econfiguration via software; it even can be used to implement
separation procedure in a post-column format to increase the

electivity.
On the other hand, molecular topology, which relies on math-

matical analysis, has clearly proved in recent times capable
f identifying and characterizing molecular structures. Once

he molecular structures with a unique profile excluding oth-
rs have been established, they can be correlated with a number
f physical, chemical and biological properties.
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Molecular topology has recently been used to construct
athematical models capable of predicting whether a given

ompound will exhibit photo-induced chemiluminescence. A
arge body of pesticides was experimentally tested in a
ontinuous-flow assembly furnished with a UV lamp. The results
ere used to calculate a discriminant function, the accuracy
f which was checked on a control group consisting of pesti-
ides not used in establishing the equation [11]. This equation
as been used in the present paper to predict the photo-induced
hemiluminescence of the substituted amide herbicides group.
ccording to these predictive mathematical results, diphenamid
as selected as a test-substance of the group to develop a new
hoto-induced determination.

To the author’s knowledge, this is the first report dealing with
he chemiluminescent behaviour of diphenamid and also the first
sing a continuous-flow methodology for its automated deter-
ination. As far as the authors know this is the first attempt to

etermine diphenamid dealing on nonchromatographic proce-
ures.

. Experimental

.1. Reagents and apparatus

All reagents used were analytically pure unless stated
therwise. Solutions were prepared in purified water by
everse osmosis and then deionised (18 M�cm) with a
ybron/Barnstead Nanopure II water purification system pro-
ided with a fibber filter of 0.2 �m pore-size.

The diphenamid and the other assayed pesticides were from
r. Ehrenstorfer (98.8% purity, diphenamid). Other chem-

cals were strong inorganic acids and alkalis, oxidants as
MnO4, Ce(NH4)2(NO3)6, H2O2, K3Fe(CN)6 (all of them from
anreac, Spain); tensoactives and sensitizers: Triton X-100,
,N-dimethylformamide and Na2B4O7·10H2O from Panreac;
-cyclodextrine (Fluka, Buchs, Switzerland); sodium dodecyl
ulphate and hexadecylpiridinium chloride from Fluka; NH3,
a2HPO4, NH4Cl, FeSO4, FeNO3·9H2O and sodium acetate

rom Probus; H2O2, ethanol and acetonitrile from Prolabo and
erck; KH2PO4, NaOH, HCl and acetic acid from J.T. Baker.

.2. Flow assembly

The equipment was periodically tested by means of a chemi-
uminescent system based on the oxidation of the Aldicarb by
× 10−4 mol l−1 MnO4

− in 2.0 mol l−1 H2SO4. The test was
erformed twice every day, before and after the studies with the
iphenamid and according to the procedure published elsewhere
12].

The continuous-flow manifold is depicted in Fig. 2 and it
onsisted of a PTFE coil of 0.8 mm internal diameter; a Gilson
Worthington, OH, USA) Minipuls 2 peristaltic pump provided
ith pump tubing from Elkay Elreann (Galway, CO, USA); and
A, USA). The photoreactor consisted of a 150 cm length and
.8 mm internal diameter PTFE tubing (from Omnifit) helically
oiled around a 15 W low-pressure mercury lamp (Sylvania)
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ig. 2. Multicommutation continuous-flow assembly for the photodegradation-
edium for the UV-irradiation; Q3, oxidant in basic medium solution; Q4, pu

alves; FC, flow-cell; PR, photo-reactor.

or germicidal use. The flow cell was a flat-spiral quartz tube
f 1 mm internal diameter and 3 cm total diameter backed by
luminium foil as a mirror for maximum light collection.

The photo-detector package was a P30CWAD5F-29 Type
125 photomultiplier tube (PMT) supplied by Electron Tubes
perating at 1280 V; it was located in a laboratory-made light-
ight box. The output was fed to a computer equipped with a
ounter-timer, also supplied by Electron Tubes.

.3. Procedures

.3.1. Preparation of the diphenamid solutions
An aqueous stock solution of 50 mg l−1 of diphenamid was

repared by exactly weighing and dissolving it in purified water
ith a help of an ultrasonic bath. The stock solution was pro-

ected against room light and stored into the fridge. The working
tandard solutions were prepared daily by diluting the stock
olution and protected against light.

.3.2. Preparation of samples
One human urine sample and several water samples of differ-

nt type were collected from different places: namely, tap water,
urface water and commercially available bottled water. Sam-
les were collected in plastic flasks at 4 ◦C and analysed before
4 h. No sample pre-treatment was required. All samples were
piked with the required volume of the stock solution (10 mg l−1

iphenamid).

.3.3. Optimization of experimental variables
Chemical and flow variables were optimized by using a

equentially combined methodology. First, chemical variables
viz. oxidant, photodegradation medium, surfactants, sensitiz-
rs, temperature and photodegradation time) were optimized
y using the univariate method to provide a more systematic
nd comprehensive information on the chemical process; then,
ow variables (viz. segment size and number, and flow-rate)
ere optimized with the modified simplex method (MSM), a
ultivariate approach [13–15].
Two consecutive simplex series were developed, the range of
ach variable used in the second being restricted to the region
hat gave the best results in the first. Then, three of the higher
ertices were chosen for a new, extensive (n = 16) comparative
tudy leading to the selection of the output resulting in the best

d

o

iluminescent determination of diphenamid. Q1, pesticide solution; Q2, suitable
ter; P, peristaltic pump; PMT, photomultiplier tube; V1, V2 and V3, solenoid

ompromise between sensitivity (peak height), throughput (peak
ase width) and reproducibility. Finally, the previously opti-
ized chemical variables were refined by using the optimum

alues of the flow variables.
Application of the sequential methodology was completed

ith a study of the robustness of the proposed method.

. Results and discussion

.1. Preliminary studies of the light-induced
hemiluminescence in amide herbicides by molecular
onnectivity

As formerly published [11], a set of structurally heteroge-
eous pesticides was studied. These comprise an inactive group,
hich do not present chemiluminescence with or without UV-

rradiation; and an active group formed by compounds, which
ither increased dramatically the CL-response with irradiation,
r turns into chemiluminescent ones after irradiation. From
n analytical point of view the most interesting photo-induced
hemiluminescent (Ph-CL) effects are included in the second
roup and these pesticides are suitable for developing new and
ensitive chemiluminescent analytical procedures. Each group
as separated in two groups, the training and the test group.
ased on this, the obtained discriminant function was validated;

hen the discriminant ability was validated by a “cross valida-
ion” test. For details see Ref. [11].

Compounds from substituted amide herbicides were theoret-
cally studied by means of the discriminant equation, being 17 of
hem predicted as Ph-CL with a high probability. See Table 1 for
esults. Several amide herbicides were preliminarily screened to
heck whether irradiation caused a substantial increase in their
bility to emit luminescence upon oxidation according to the
rocedure and flow assembly described elsewhere [16].

The evaluation of these results lead us to select diphenamid
or further work as an interesting compound and the one pre-
enting very high chemiluminescence emission intensities.

.2. Preliminary tests on the kinetic stability of aqueous

iphenamid solutions

The initial tests were used to determine the kinetic stability
f aqueous diphenamid. To this end, a solution containing a
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Table 1
Prediction of the photo-induced/chemiluminescent behaviour for amide
herbicides

Allidochlor −
Beflubutamid +
Benzadox +
Benzipram +
Bromobutide +
Cafenstrole +
CDEA −
Cyprazole −
Dimethenamid +
Diphenamid +
Epronaz −
Etnipromid +
Fentrazamide +
Flupoxam +
Fomesafen −
Halosafen −
Isocarbamid −
Isoxaben +
Napropamide +
Naptalam +
Pethoxamid +
Propyzamide +
Quinonamid +
T
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0 mg l−1 concentration of the herbicide was prepared and stored
efrigerated in the dark at 4 ◦C prior to periodic recording of
ts UV–vis spectrum from 200 to 500 nm over a period of 6
onsecutive days. The spectra thus obtained exhibited virtually
o difference.

.3. Photodegradation tests

.3.1. Influence of the medium
The previous aqueous solution of diphenamid was merged

ith various photodegradation media (see Fig. 3) including
× 10−3 mol l−1 NaOH, 0.05% H2O2, 6 × 10−5 mol l−1 Fe(III)
nd 6 × 10−5 mol l−1 Fe(II), and the oxidant (KMnO4 in
2SO4). As can be seen from Fig. 3, the maximum chemilu-

inescence emission was obtained with Fe(II) and, especially,
e(III)—which was thus chosen for subsequent tests.

ig. 3. Influence on the chemiluminescent outputs of the different media tested
n the UV-irradiation. Black box, lamp OFF.

s
t
F

3

F
T
w
a
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F
a
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Fig. 4. Influence of different concentration of NaOH on the oxidation.

.4. Influence of the oxidant on the chemiluminescence
mission

The preliminary screening was performed with a single
xidant: potassium permanganate. Subsequent tests included
arious strong oxidants that were used in combination with
he chosen photodegradation medium and the lamp ON or
FF. The oxidants studied included 4 × 10−4 mol l−1 KMnO4
r 6 × 10−3 mol l−1 Ce(IV) (both in 1.5 mol l−1 H2SO4);
nd 6 × 10−3 mol l−1 Fe(CN)6

3− and 4 × 10−2 mol l−1 N-
romosuccinimide (both in 1.5 mol l−1 NaOH). The emission
ntensity obtained with them was as follows (with the inten-
ity measured with the lamp OFF): 1226 (0) with Ce(IV),
2,386 (130) with Fe(CN)6

3−, 8562 (92) with KMnO4 and 1908
49) with N-bromosuccinimide. Each result was the difference
etween the blank and analyte signals as obtained with the lamp
FF in both cases. As can be seen, the ratio of the signal for

erricyanide to that for permanganate were invariably 2.6.
The next test was intended to expose the influence of the

xidant concentration, which was examined over the range
f 0.01–0.1 mol l−1 Fe(CN)6

3−. The strongest signals were
bserved in the region 0.04–0.06 mol l−1 and peaked at ca.
.05 mol l−1, which was thus chosen for subsequent tests.

Once the most effective oxidant and concentration were
elected, we examined the influence of the alkali concentration
ver the range of 0.1–2.5 mol l−1 NaOH. The chemiluminescent
ignal was found to increase with increasing NaOH concentra-
ion up to 2.0 mol l−1, beyond which it started to decrease. See
ig. 4.

.5. Influence of the photodegradation medium

This test examined the influence of the concentration of
e(III) ion as the optimum choice of photodegradation medium.
o this end, an aqueous solution of the analyte was supplied
ith variable volumes of the Fe(III) solution in order to obtain

final analyte concentration of 10 mg l−1 and one of Fe(III)

ver the range of 10−4 to 10−2 mol l−1. As can be seen from
ig. 5, this variable had a critical influence; thus, the signal rose
bruptly up to an Fe(III) concentration of 5 × 10−4 mol l−1 and
hen decreased, also abruptly.
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ig. 5. Influence of different concentration of Fe(III) on the photodegradation
rocess.

.6. Influence of the presence of external chemicals:
rganized media and sensitizers

The presence of reagents such as surfactants and sensi-
izers can have a strong effect on the photodegradation and
hemiluminescence processes, and alter (increase or decrease)
he chemiluminescence intensity as a result. Micelle-forming

gents and surfactants were used at concentrations above their
ritical micelle concentration (cmc). Tests were performed by
erging the analyte solution with that of the agent. The sub-

tances tested and the results they provided (with the difference

3

t

ig. 6. Influence of different external reagents, sensitizers and organized media. (a) I
73 (2007) 718–725

rom the pure analyte solution, at a 5 mg l−1) are depicted in
ig. 6a.

No signal was found to exceed the reference signal, and only
hat for Triton X-100 came close to it (71%). Therefore, no

icellar agent or surfactant was used in subsequent tests.
We then tested various fluorophores commonly used to boost

hemiluminescence. These compounds act by using the energy
ransferred by one or more products of the analyte upon excita-
ion to become excited. Then, they return to their ground state
y returning the energy previously received. Their usefulness
ies in the high efficiency with which they can return to the
round state via radiation mechanisms. The fluorophores studied
ncluded 20% 2-propanol, 20% acetonitrile, 5% dimethylfor-

amide, 5% ethanol, 0.5% formic acid and 1 × 10−4 mol l−1

uinine sulphate, which were added to a 5 mg l−1 solution of
iphenamid. Only quinine provided results close to the reference
alues—albeit somewhat lower (see Fig. 6b).
.7. Influence of temperature

Temperature changes have complex, contradictory effects on
he behaviour of chemiluminescent systems. Thus, an increased

nfluence of different organized media and (b) different sensitizers tested.
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Table 2
Finally selected set of parameters

V1 0, 50*(0.4, 0.2), 0.5
V2 0, 30, 90, 36*(0.6, 0.4), 0.5
V
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Fig. 7. Influence of different time of photodegradation.

emperature can facilitate oxidation via a favourable effect on its
inetics and equilibrium; however, it can also have an adverse
ffect on emission by facilitating de-excitation via nonradiative
echanisms [17]. In addition, it can have similar kinetic and

quilibrium-related effects on the chemiluminescent reaction.
The influence of temperature on the photodegradation and

hemiluminescence results was examined separately. In one
est, the PTFE tubes carrying the sample and photodegrada-
ion medium were immersed in a Tectron 200 water bath at
emperatures from room level to 80 ◦C. In the other, the tube
mmersed in the water bath was that containing the oxidant.
esults seemed contradictory; as the outputs decreased when

ncreased the irradiation process, the outputs increased with the
emperature increase on the chemiluminescent oxidation. Based
n them, we chose room temperature for the photodegradation
edium and 80 ◦C for the oxidant.

.8. Influence of the photodegradation time

This variable is very important, as the fragments exposed to
he oxidant in order to generate the chemiluminescence are usu-
lly intermediates of the overall degradation process caused by
bsorption of the electromagnetic energy irradiated by the lamp.
e studied the effect of times from 30 to 180 s. The chemilu-
inescent signal was found to increase with increasing time up

o 90 s, beyond which it decreased (Fig. 7). A photodegradation
ime of 90 s was therefore chosen for subsequent tests.

.9. Influence of hydrodynamic variables

The flow-rate and the segment length and number, were opti-
ized by using the modified simplex method (MSM) over the

ollowing ranges: 100–999 (arbitrary units coinciding with the
otation speed of the peristaltic pump drum as shown on the dis-
lay) for the flow-rate; 20–40 for the number of sample segments
upplied via valve V2 and 0.1–0.5 for their size; and 0.4–0.8 for
he size of the oxidant segments. Valves V1 and V3 were not
tudied. The pesticide concentration used was 5 mg l−1.

The experimental sequence involved two optimization series.
he first was used to set the limits for each variable based on the
esults of the previous tests and the second to adjust the ranges
f the variables in accordance with the results of the first series.
he best three vertices were selected in terms of peak height
nd used in separate iterative series in order to identify that pro-

t
a

a

3 105, 53

cycle 180 s

he final total flow-rate was 10 ml min−1.

iding the best compromise between sensitivity (peak height),
eproducibility (R.S.D.) and throughput (peak base height). See
able 2 for selected set of parameters.

.10. Chemical robustness of the proposed method

Validating a method usually involves assessing its robust-
ess as a means of refining the optimized results [18]. Method
obustness is given little consideration by academia, but highly
egarded by regulatory bodies such as ICH and FDA. A robust
ethod is one capable of responding accurately to changes in the

xperimental conditions. Therefore, assessing robustness entails
ltering some experimental variables (particularly those set by
he operator).

The robustness of our method was determined by using a
nivariate procedure to change each variable around the value
hosen as optimal. The first variable studied was the oxi-
ant concentration, which was examined over the range of
.03–0.07 mol l−1. The peak height obtained at 0.04 mol l−1 was
lightly greater than that at 0.05 mol l−1, so the former concen-
ration was adopted for further testing. The standard deviation
elative to the peak at 0.04 mol l−1 was 18%, 19% and 16% for
.03, 0.06 and 0.07 mol l−1, respectively.

The influence of small changes (±10%) in concentration of
he oxidation medium, NaOH, was examined at three different
oncentrations of pesticide; the standard deviation thus obtained
ever exceeding 5%.

The Fe(III) concentration was found to be a critical variable.
s a result, the deviation obtained with respect to the optimum
alue (5 × 10−4 mol l−1) was 12% at 4 × 10−4 mol l−1 and 10%
t 6 × 10−4 mol l−1.

. Analytical figures of merit

.1. Calibration graphs, limit of detection, reproducibility,
epeatability and throughput

The dynamic range was found to be between 5 × 10−3

nd 20 mg l−1 of diphenamid, and fitted with the equation
= −101.37x2 + 4003.1x − 586.06 with a correlation coefficient
f 0.9978, where I is the chemiluminescent emission in counts
nd x is the pesticide concentration in mg l−1. The average
quation was obtained from five independent calibration graphs,
erformed with freshly prepared solutions on 5 different days.

The lineal behaviour was observed over the range of 5 × 10−3
o 5 mg l−1, fitting with the equation I = 3277.6x + 81.142 with
correlation coefficient of 0.9994.

The limit of detection was 1 �g l−1 and which was defined
s three-times the blank output height average and was empir-
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Table 4
Origins and recoveries of the spiked water samples and urine

Type of sample Origin of the samples Recovery (%)
(n = 3)

Residual water 0◦26′19.057′′W and 39◦27′10.642′′N
(Xirivella, Valencia, Spain)

101 ± 5

Underground water 1◦9′9.993′′W and 39◦31′22.096′′N
(San Antonio, Valencia, Spain)

98 ± 1

Mineral water Trade mark Ague de Bejis, Castellon,
Spain

100 ± 3

Tap water University of Valencia, Valencia, 103 ± 3

C
e
(

5
t
o
f
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24 A. Czescik et al. / Ta

cally established by decreasing the concentration of injected
iphenamid until this relationship was reached.

The reproducibility of the slope of the calibration curve (or
elative standard deviation in experiments performed in different
ays and freshly prepared solutions), was determined from 0.01
o 5 mg l−1. The mean slope from five independent calibrations
f diphenamid was 3256.04 with a R.S.D. 2.8%.

The R.S.D. for the peaks, which is a measure of repeatabil-
ty was determined by using 16 consecutive sample aliquots of
.5 mg l−1 and it was 4.3%. The maximum sample throughput
as calculated from the average of base-peak wide (20 repli-

ates) containing 0.5 mg l−1 of diphenamid; obtained result was
0 h−1.

.2. Influence of interferents

The analytical features of the proposed method and its tol-
rance to potential interferences accompanying diphenamid in
ater samples and human urine were studied for different

oncentrations of the potential interference tested (maximum
00 mg l−1) and a concentration of pesticide of 0.5 mg l−1. For-
ign compounds were not considered as interference when the
alculated relative error versus the reference (solution contain-
ng only 0.5 mg l−1 of pesticide) was less than ±5%. See results

n Table 3.

Most critical interference was presented by Mn2+, Cr3+,
H4

+ and Fe3+. Therefore, for application to water samples
nd urine, these cations and some anions like: Cl−, SO4

2−,

able 3
tudy of interferences

nterferents C (mg l−1) Recovery (%)

a) Influence of foreign compounds
Inorganic cations

Fe3+ 50 −1.2
NH4

+ 50 −4.2
Mn2+ 10 −1.1
K+ 100 −4.9
Na+ 200 −4.9
Zn2+ 100 −3.2
Mg2+ 100 −4.8
Cr3+ 10 −1.3
Cu2+ 100 +3.1
Ca2+ 100 −2.5

Inorganic anions
H2PO4

− 100 −1.6
Cl− 100 −2.7
SO4

2− 100 +3.1
NO2

− 100 4.8
NO3

− 200 −3.2
CO3

2− 10 −1.2

b) Influence of most critical interferents after passage through the
on exchange column

Fe3+, Mn2+, NH4
+, Cr3+ 500 4.7

SO4
2−, H2PO4

−, Cl−, CO3
2− 500 4.7

NO2
− (boil) 500 2.9

he aqueous solutions were prepared from salts of sodium or chloride for anions
nd cations, respectively.
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Human urine – 101.9 ± 0.8

O3
2− should be removed by passage through appropriate ion-

xchange resins; Duolite A-102 (Fluka) (anionic) or Duolite C20
Probus, cationic).

The exchangers were prepared by packing Omnifit
cm × 4 mm i.d. methacrylate chromatographic columns with

he resins. Prior to use, each column was conditioned by passage
f a 0.1 mol l−1 NaOH or HCl solution. To remove the inter-
erences were prepared solutions containing 0.5 mg l−1 of the
esticide and 500 mg l−1 of the corresponding interferent to be
ested. All the results were quite favourable.

Other interferent was nitrite under 100 mg l−1; these anions
an be easily removed. A solution containing 0.5 mg l−1

f diphenamid and 500 mg l−1 of nitrite was gently heated
uring 10 min; no error was observed. See the results in
able 3.

.3. Application of the method to real samples

The applicability of the proposed method, based on a photore-
ction and the chemiluminescence phenomenon, was checked
y analysing samples which were human urine and different
ypes and origin of water. All samples were spiked with 1 mg l−1

f diphenamid. Analysed samples were as illustrated in Table 4.
rigins and recoveries of the spiked water samples and urine are

lso depicted in this table.

. Conclusions

The molecular connectivity is an interesting tool to predict the
hoto-induced chemiluminescence; it has been applied to amide
esticide family and the result is a new, automated, simple, sen-
itive, and precise method for the determination of herbicide
iphenamid. The method is performed by a continuous-flow
anifold of the type of the emergent multicommutation method-

logy.
The method is based on the on-line UV-irradiation of

iphenamid in presence of Fe(III) medium. As far as the authors
now this is the first attempt to determine diphenamid out of
he chromatographic procedures. Then, the photo-fragments are

xidized by hexacyanoferrate(III) in NaOH medium and the
esultant chemiluminescent intensity is measured. The method
llows a sample throughput 20 h−1. It is reasonably robust
chemical robustness) being the Fe(III) concentration the only
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bstract

The optimisation of a solid phase extraction procedure involves several variables whose influence has been widely studied. However, in most
ases, only process variables are taken into account. In this work, the influence of those process variables together with the fact of using mixtures of
olvents during the elution step of the solid phase extraction of four angiotensin II receptor antagonist drugs has been studied. Since the influence
n the extraction efficiency of several process variables were simultaneously tested, a D-optimal design was constructed. The composition of the
lution solvent (a mixture of methanol, acetonitrile, ethanol and acetone at different proportions from 0 to 100% each solvent), the percentage
nd pH of the buffer solution added to the urine samples at the beginning of the extraction procedure; the percentage of the organic component
nd the volume of the washing solution, the drying time and the volume of the elution solvent were the studied variables. The chromatographic
eparation was carried out by gradient elution mode with 0.026% trifluoroacetic acid (TFA) in the organic phase and 0.031% TFA in the aqueous
hase using an Atlantis dC18, 100 mm × 3.9 mm I.D. chromatographic column at a flow rate of 1 mL/min and a column temperature of 35 ± 0.2 ◦C.

or detection a diode array detector set at 232 nm was used. The extraction procedure for spiked human urine samples was developed using C8
artridges, phosphate buffer pH 6.8 as conditioning agent, a drying step of 10 min, a washing step with methanol–phosphate buffer (20:80, v/v)
nd methanol as eluent. Recovery percentages obtained: 84% for eprosartan, 74% for telmisartan, 74% for irbesartan and 89% for valsartan allow
he determination of these drugs concentration levels in urine.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Eprosartan, telmisartan, irbesartan and valsartan are highly
elective, non-peptide angiotensin-II receptor antagonists
ARA-II). These compounds have been shown to inhibit
ngiotensin II induced vasoconstriction in preclinical species
nd cause reductions in systolic and diastolic blood pressure at
eak effect after dosing in clinical patients [1,2]. As the rest
f drugs of this family, they are safe and effective agents for
he treatment of hypertension and heart failure, either alone, or

ogether with diuretics. Because of this, they have been proposed
s an alternative to the more traditional angiotensin-converting
nzyme (ACE) inhibitors.

∗ Corresponding author. Tel.: +34 94 601 2686; fax: +34 94 601 3500.
E-mail address: rosamaria.alonso@ehu.es (R.M. Alonso).
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The development of analytical methods for the determination
f ARA-II is crucial for the study of the antihypertensive effi-
acy of these single dose drugs during the inter dosage range,
ince they would allow the monitorization of their biologic con-
entration levels.

There are some works dealing with the determination of
RA-II in pharmaceuticals and biological samples. Hillaert and

oworkers [3–5] have described some electrophoretic and chro-
atographic screening methods for several ARA-II alone or in

ombination with diuretics in pharmaceuticals. Other authors
6–22] have developed methods to separate ARA-II in biolog-
cal fluids such as plasma and urine. But none of these include
prosartan in human urine. Since telmisartan, irbesartan and

alsartan are also widely prescribed ARA-II drugs in the treat-
ent of hypertension and their administered doses are higher

han those of other ARA-II such as candesartan (16 mg/day)
r losartan (50 mg/day), it is expected to determine their urine
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oncentration levels. Only in the case of telmisartan, the admin-
stered dose can be lower (20, 40 or 80 mg/day) than the other
tudied drugs. Besides, telmisartan, irbesartan and valsartan
ave not been previously determined by using HPLC–DAD or
ogether with eprosartan. Thus, the development of simultaneous
xtraction for eprosartan, telmisartan, irbesartan and valsartan
rom urine for further determination by HPLC–DAD based on a
reviously validated chromatographic method for eprosartan in
uman plasma samples, [23] has been performed. Experimental
esign was used to optimise the clean-up procedure of urine sam-
les. This chemometric tool has been successfully applied to the
ptimisation of the parameters of interest in chromatography and
elated techniques (electrochromatography and electrophoresis)
24–27]. In chemometric approaches, experimental measure-
ents are performed in such a way that all factors vary together.
n objective function is utilised in which the analyst introduces

he desired criteria (selectivity, resolution, time of analysis . . .).
The aim of actual optimisation strategies is to obtain the

argest quality information while carrying out a limited number
f experiments. The great number of chromatographic parame-
ers and the relationship between them rule out the possibility
f empirical optimisation by trial and error or intentional vari-
tion of one or two parameters. These intentional variations
ail to take interactions between two or more parameters into
ccount. But, although it suffers from severe limitations such as
he success in the optimisation procedure mainly relays on the
tarting conditions and the researcher’s experience, one variable-
t-a-time optimisation method is still nowadays very popular
nd extremely used in analytical applications. This traditional
ethodology may become erratic and, which is more important,

ossible synergetic effects among variables are not considered
t all.

Use of experimental design combined with analysis of vari-
nce, and simplex or multisimplex methods are much more
eliable and avoid the limitations mentioned above.

The purpose of multivariate data analysis is to extract infor-
ation from a data table. The data can be collected from various

ources or designed with a specific purpose in mind. The objec-
ives of experimental design are the following: efficiency (get

ore information from fewer experiments), and focusing (col-
ect only the information you really need) [28].

Experimental design is a strategy to gather empirical knowl-
dge based on the analysis of experimental data and not on
heoretical models. To build a design, it is necessary to define an
bjective to the experiment. In the case that at least three design
ariables define a mixture, these are called mixture variables,
or which the variations are controlled in an experimental or
-optimal mixture design and a constraint is applied on:

1 + X2 + . . . + Xn = S

here Xi represent the ingredients of the mixture, and S is the
otal amount of the mixture. In most cases, S is equal to 100%.

There are three types of classical mixture designs: simplex-

attice design, simplex-centroid design and axial design.

If there are only mixture variables, and their ranges of varia-
ion define a simplex, a choice between a simplex-lattice design,
simplex-centroid design or an axial design must be done. If

-
5
(
m

73 (2007) 748–756 749

he mixture region is not a simplex, or if mixture variables with
rocess variables are combined, the design will be built accord-
ng to the D-optimal principle, which consists in a sub-set of
andidate points which define a maximal volume region in the
ultidimensional space. This principle aims at minimizing the

ondition number. In a D-optimal mixture design, multilinear
elationships can be defined between mixture and process vari-
bles. For screening purposes, a linear model, optionally with
nteractions, must be chosen. When the optimisation is the study
urpose, interactions and squares must be included.

Designed data can be analysed using general statistics, princi-
al component analysis (PCA), principal component regression
PCR), partial least squares (PLS) or multiple linear regression
MLR).

PLS is a method for relating the variations in one or several
esponse variables (Y-variables) to the variations of several pre-
ictors (X-variables), with explanatory or predictive purposes.
artial least squares regression is a bilinear modelling method
here information in the original X-data is projected onto a small
umber of underlying (“latent”) variables called PLS compo-
ents. The Y-data are actively used in estimating the “latent”
ariables to ensure that the first components are those that are
ost relevant for predicting the Y-variables. Interpretation of the

elationship between X-data and Y-data is then simplified as this
elationship is concentrated on the smallest possible number of
omponents [29].

In PLS two different versions can be employed: PLS1, the ver-
ion with only one Y-variable, and PLS2, the one in which several
-variables are modelled simultaneously, thus taking advantage
f possible correlations or co-linearity between Y-variables.

This article accomplishes the development of a solid phase
xtraction procedure for eprosartan, telmisartan, irbesartan and
alsartan in human urine samples. In this case, a mixture design
ust be used, due to the fact that a mixture of four solvents

s the elution liquid was tested and some process variables
ere also studied. A D-optimal mixture design was constructed
pon the basis of other Solid Phase Extraction (SPE) procedure
esigned in our laboratory for the extraction of eprosartan in
uman plasma samples [30].

. Experimental

.1. Materials and reagents

Eprosartan {(E)-3-[2-butyl-1-[(4-carboxy-phenyl)methyl]-
H-imidazol-5-yl]-2-[(2-thienyl)-methyl]propenoic acid},
rovided as mesylate salt, telmisartan {4′-[[4-methyl-6-(1-
ethyl-2-benzimidazolyl)-2-propyl-1-benzimidazolyl]methyl]

2-biphenilcarboxilic acid}, irbesartan {2-butyl-3-[[2′-
1H-tetrazole-5-yl)(1,1′-biphenyl)-4-yl]methyl]-1,3-diaza-
piro[4,4]non-1-en-4-one}, valsartan {N-(1-oxopentyl)-N-
[2′-(1H-tetrazol-5-yl)[1,1′-biphenyl]-4-yl]methyl]-valine}
nd the internal standard EXP3174 {2-n-butyl-4-chloro-1-[[2′

(1H-tetrazol-5-yl)[1,1′-biphenyl]-4-yl]methyl]-1H-imidazole-
-carboxylic acid} were kindly supplied by Solvay Pharma
Barcelona, Spain), Boehringer Ingelheim (Ingelheim, Ger-
any), Sanofi-Synthelabo (Montpellier, France), Novartis
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Table 1
Gradient elution conditions

Time (min) ACN 0.026% TFA H2O 0.031% TFA

0 30 70
8 30 70

12 45 55
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syringe filter and transferred to auto sampler vials. Twenty
microliter aliquots were injected into the HPLC system for anal-
ysis.

Table 2
Variables and levels considered for the optimisation of the SPE procedure for
eprosartan, telmisartan, irbesartan and valsartan in human urine

Studied ranges

Low value High value

Mixturevariables

Methanol (%) 0 100
Acetonitrile (%) 0 100
Acetone (%) 0 100
Ethanol (%) 0 100

Processvariables

Initial buffer (%) 20 50
pH conditioning buffer 6 10
6 45 55
0 30 70

harma (Basel, Switzerland) and Merck (New Jersey, USA),
espectively. Reagent grade trifluoroacetic acid (TFA),
i-sodium tetraborate decahydrate, potassium hydroxide,
ydrochloric acid and sodium di and monohydrogen phosphate
ere purchased from Merck (Darmstadt, Germany). HPLC
rade acetonitrile and methanol were obtained from Scharlab
Barcelona, Spain). Reagent grade absolute ethanol and acetone
ere purchased from Panreac (Barcelona, Spain). Purified
ater from a Milli-Q Element A10 water system (Millipore,
edford, MA, USA) was used in the preparation of buffer and

eagent solutions. SPE C8 cartridges (100 mg bed packing,
mL volume capacity) were purchased from Varian (Harbour
ity, CA, USA). Drug-free control human urine was obtained

rom healthy volunteers.

.2. Apparatus

The chromatographic system consisted of a Waters (Mil-
ord, MA, USA) Alliance Model 2695 separation module and a

aters 996 diode array detector. Chromatograms were recorded
y means of a computer and were treated with the aid of the
oftware Empower from Waters.

A Waters Atlantis dC18, 100 mm × 3.9 mm I.D., 3 �m, 100 ´̊A
olumn was used to perform separation. It was thermostated
t 35 ± 0.2 ◦C. Previous to the analytical column, a Waters
Bondapak C18 guard column 10 �m was placed to prevent
olumn degradation.

The clean-up procedure consisted of solid-phase extraction
nd was performed using a vacuum manifold system from
upelco (Bellefonte, PA, USA) coupled to a vacuum pump from
illipore (Bedford, MA, USA).
pH of solutions was measured with a Crison GLP 22

H-meter (Barcelona, Spain) using a Crison glass-combined
lectrode model 52-02 (Barcelona, Spain) with reference system
g/AgCl and electrolyte KCl 3 M saturated in AgCl.
Urine extracted samples were evaporated to dryness under

nitrogen stream using a Zymark Turbovap evaporator LV
Barcelona, Spain).

Urine samples were centrifuged in a 5804R Eppendorf refrig-
rated centrifuge (Hamburg, Germany).

.3. Preparation of standard solutions and spiked urine
amples
All compounds were supplied as solid, white powders, which
ere used to prepare stock solutions of 1 mg/mL of each com-
ound in methanol. These solutions were used to prepare the
73 (2007) 748–756

orking solutions as follows. A 70 �g/mL working solution of
prosartan, telmisartan, irbesartan and valsartan was prepared in
00% methanol (mixture solution). A 50 �g/mL working solu-
ion of a metabolite of losartan (EXP 3174), used as internal
tandard, was also prepared following the same procedure. These
olutions were used to spike the blank urine samples. All solu-
ions were stored at refrigerator temperature and protected from
ight.

For the SPE optimisation, blank urine samples were daily
piked to achieve drug concentrations of 2.1 �g/mL of each drug
nd 1.5 �g/mL of the internal standard.

.4. Extraction procedure of urine samples

0.5 mL aliquots of blank urine samples were spiked with
he working solutions of the studied ARA-II compounds
eprosartan, telmisartan, irbesartan and valsartan) to achieve

concentration of 2.1 �g/mL. An aliquot (0.2 mL) of phos-
hate buffer pH 6.8, 50 mM was added to all samples, which
as followed by brief vortex mixing and centrifugation for
min in a high speed centrifuge (10,000 r.p.m.) refrigerated at
◦C.

The SPE cartridges were conditioned with 2 mL of methanol,
ollowed by 2 mL of phosphate buffer (50 mM, pH 6.8). The
rine samples were applied to the cartridges manually and
ashed with 1 mL metanol–phosphate buffer solution (20:80,
/v), followed by a 10 min drying period at high vacuum.
he cartridges were then eluted with 2 mL of methanol.
fter the elution step, the appropriate volume of the inter-
al standard working solution to achieve a concentration of
.5 �g/mL was added. The eluent was evaporated to dry-
ess under nitrogen at 60 ◦C. The residue was reconstituted
ith 100 �L of mobile phase (acetonitrile 0.026% TFA:water
.031% TFA, 30:70, v/v), vortex mixed, filtered with a 0.45 �m
Composition washing sol.
(% organic solvent)

0 30

Washing sol. volume (mL) 0.5 2
Drying time (min) 5 15
Elution sol. volume (mL) 0.5 2
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Table 3
The 32-run, four-factor, two level D-optimal design proposed by The Unscrambler software and the obtained recovery percentages

Exp. Methanol
(%)

ACN
(%)

Acetone
(%)

Ethanol
(%)

pH conditioning Initial
buffer (%)

Washing sol.
Volume (mL)

Organic
sol. (%)

Drying time
(min)

Elution sol.
Volume (mL)

Eprosartan Telmisartan Irbesartan Valsartan

1 0 1 0 0 10 20 0.5 0 5 0.5 0.00 3.05 55.71 13.23
2 0 0 1 0 6 50 0.5 0 5 0.5 0.00 67.44 74.86 81.71
3 1 0 0 0 6 20 2 0 5 0.5 82.46 73.18 74.37 83.72
4 0 0 0 1 10 50 2 0 5 0.5 73.73 69.71 57.19 78.57
5 0 0 0 1 6 20 0.5 30 5 0.5 19.28 77.37 76.65 75.51
6 0 1 0 0 6 50 0.5 30 5 0.5 0.00 70.89 19.54 2.61
7 0 1 0 0 10 20 2 30 5 0.5 0.00 0.00 0.00 0.00
8 0 0 1 0 10 50 2 30 5 0.5 0.00 0.00 0.00 0.00
9 0 1 0 0 6 20 0.5 0 15 0.5 0.00 61.53 66.21 48.44

10 1 0 0 0 10 50 0.5 0 15 0.5 97.22 84.07 77.29 93.01
11 0 0 1 0 10 20 2 0 15 0.5 0.00 0.00 26.75 0.00
12 0 0 0 1 6 50 2 0 15 0.5 69.84 74.74 71.84 71.28
13 0 0 0 1 10 20 0.5 30 15 0.5 0.00 67.34 69.31 1.99
14 0 0 1 0 6 50 0.5 30 15 0.5 5.92 85.72 85.43 2.77
15 1 0 0 0 6 20 2 30 15 0.5 36.64 79.82 80.59 80.64
16 0 0 0 1 6 20 0.5 0 5 2 0.00 64.35 64.12 69.28
17 0 0 0 1 10 20 2 0 5 2 97.05 89.16 82.28 138.83
18 0 1 0 0 6 50 2 0 5 2 79.81 72.30 73.86 88.88
19 0 0 1 0 10 20 0.5 30 5 2 0.00 30.34 18.86 0.00
20 1 0 0 0 10 50 0.5 30 5 2 29.88 89.09 89.40 100.33
21 0 0 0 1 6 50 2 30 5 2 0.00 83.06 82.20 0.00
22 1 0 0 0 10 20 0.5 0 15 2 38.16 91.39 72.77 95.81
23 1 0 0 0 6 50 0.5 0 15 2 0.00 81.40 79.83 86.13
24 0 0 1 0 10 50 0.5 0 15 2 0.00 0.00 62.85 0.00
25 0 0 1 0 6 20 2 0 15 2 79.63 71.81 71.80 79.93
26 0 1 0 0 6 20 0.5 30 15 2 0.00 79.12 18.03 0.00
27 0 0 0 1 10 50 0.5 30 15 2 0.00 69.86 64.04 0.00
28 0 0 0 1 10 20 2 30 15 2 0.00 72.22 11.74 0.00
29 1 0 0 0 10 50 2 30 15 2 7.48 89.38 71.05 95.36
30 0.25 0.25 0.25 0.25 8 35 1.25 15 10 1.25 64.38 72.22 66.79 81.46
31 0.25 0.25 0.25 0.25 8 35 1.25 15 10 1.25 62.90 68.30 64.75 80.50
32 0.25 0.25 0.25 0.25 8 35 1.25 15 10 1.25 63.41 64.79 60.00 81.40
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.5. Chromatographic conditions

The mobile phase consisted of a mixture of acetonitrile
.026% TFA and water 0.031% TFA and was delivered in gra-

d
T
0
a

ig. 1. Regression coefficients for the studied factors and their interactions obtained
prosartan (A), telmisartan, (B), irbesartan (C) and valsartan (D) were those whose re

Fig. 2. Response surfaces for the mixture variables for eprosart
73 (2007) 748–756
ient mode at a flow rate of 1 mL/min. The gradient is shown in
able 1. Before using, the mobile phase was passed through a
.45 �m membrane filter from Millipore (Bedford, MA, USA)
nd degassed in an ultrasonic bath. The chromatographic separa-

by treating the D-optimal design data with PLS-2. The significant variables for
gression coefficient was larger than 0.2 in absolute value.

an (A), telmisartan (B), irbesartan (C) and valsartan (V).
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ion was performed at 35 ± 0.2 ◦C and the analytes and internal
tandard were monitorized photometrically at 232 nm.

.6. Recovery and repeatability of the extraction procedure

The repeatability and efficiency of the extraction procedure
ere determined by extracting replicate spiked urine samples

n = 6).
The extraction efficiency, expressed in terms of percentage
f recovery, was estimated by comparing the peak area of each
ompound in spiked urine samples with that from the blank
rine samples to which the compounds were added before the
vaporation step. Data were collected as peak areas and peak

d
w

ig. 3. Response surfaces for the process variables: pH and organic solvent percenta
nd valsartan (V).

ig. 4. Chromatograms of extracted urine samples spiked with eprosartan (E), telmis
btained during the SPE procedure for different percentages of methanol in the wash
73 (2007) 748–756 753

reas ratio of eprosartan, telmisartan, irbesartan and valsartan
gainst IS was considered for all the calculations.

The repeatability of the extraction was expressed as percent-
ge of relative standard deviation (%R.S.D.):

%R.S.D. =
(

standard deviation

mean of the recoveries

)
× 100

]
.

.7. Selectivity of the extraction procedure
Selectivity of the assay was established with six indepen-
ent sources of blank urine samples, and comparing these
ith control urine spiked with the studied compounds. The

ge of the washing solution for eprosartan (A), telmisartan (B), irbesartan (C)

artan (T), irbesartan (I) and valsartan (V) (2.1 �g/mL) and the IS (1.5 �g/mL)
ing solution.
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value of the conditioning buffer and the composition of organic
solvent in the washing solution are shown. As it can be seen,
the lowest percentage of the organic solvent in the washing step
achieves the best extraction efficiency but it must be consid-
54 N. Ferreirós et al. / T

hromatograms were visually inspected for interfering chro-
atographic peaks from urine endogenous substances.

. Results and discussion

Mixture design is a useful chemometric tool which decreases
he number of experiments when procedures involving mixture
f components are studied [31,32].

There are several factors which affect the extraction proce-
ure. As a mixture of four solvents was studied as elution solvent,
he studied variables were classified in two different groups:

ixture variables and process variables. Both of them were cho-
en upon the basis of a previous SPE procedure developed for
prosartan in human plasma [23].

The possible combinations of methanol, acetonitrile, ethanol
nd acetone were studied from 0 to 100% each solvent in the
ixture composition. These four organic solvents constituted

he mixture variables. Among the process variables these were
ncluded: percentage and pH of the buffer solution which must
e added to the urine samples at the beginning of the extrac-
ion procedure to get the same pH value in all the processed
amples; the percentage of the organic component in the wash-
ng solution and the volume of this solution which must be
mployed in the washing step; the drying time and the vol-
me of the elution solvent. All the variables are shown in
able 2.

The experimental domain, in which the D-optimal design
as constructed, was chosen on the basis on the previously
entioned work dealing with the determination of eprosartan

n human plasma and the experience of our research laboratory.
Although the plasma samples were conditioned with a buffer

olution with a pH value of 2, for the extraction of urine samples,
he use of basic conditioning buffers get cleaner extracts than
cidic buffers. Therefore, the pH values range was set between
and 10.
The used organic solvents were selected upon the basis on

heir polarity, from the most polar methanol to acetonitrile,
thanol and acetone.

A 32-run, four-factor, two level D-optimal design was pro-
osed by The Unscrambler software (Camo, Norway) in order
o study the influence of the variables described in Table 2 on
he solid phase extraction of eprosartan, telmisartan, irbesar-
an and valsartan from human urine samples. The carried out
xperiments and the measured responses (in terms of recovery
ercentage) are shown in Table 3. To calculate the responses,
he same SPE conditions were applied to blank urine samples
piked with the analytes at the beginning of the extraction pro-
edure and to blank urine samples spiked with the analytes just
efore evaporation step. In all cases, the IS was added just before
vaporation.

In all the proposed experiments, the elution solvent (or mix-
ure of solvents) was also used as the organic solvent mixed with
he buffer solution to compose the washing solution.
The obtained results were treated using The Unscrambler
oftware and PLS-2 regression, leverage correction; and inter-
ctions and squares were taken into account to predict the model
n the basis of the studied responses.

S
t

73 (2007) 748–756

The data treatment by PLS-2 allows plotting all the stud-
ed factors, their interactions and their squares to test if those
ave any kind of influence on the studied response and if
his influence is positive or negative. A regression coefficient
s calculated for each variable or interaction and in the case
f the calculated value for each coefficient is larger the 0.2
n absolute value, if the studied variables have been nor-

alised; then, the effect of that variable is most probably
ignificant. If the regression coefficient is smaller than 0.1
n absolute value, then the effect is negligible. Between 0.1
nd 0.2, no certain conclusions can be drawn. The regression
oefficients for each analyte and each studied factor are plot-
ed in Fig. 1. As it could be predicted, the most important
ariable is the percentage of organic solvent in the washing
tep and it has a negative influence because when the propor-
ion of the organic solvent in the washing solution increases,
he analytes are eluted from the column during the washing
tep.

To study the influence of the solvent mixtures and the other
rocess variables and in order to choose the most adequate val-
es for obtaining the greater extraction efficiency, the response
urfaces shown in Fig. 2 were constructed. As it can be seen
n the plot, the highest extraction efficiency for all the drugs
as achieved when methanol was used as elution solvent and
ixtures of solvents did not show better results.
In the case of process variables, several interactions can be

bserved. As an example, in Fig. 3 the response surfaces cor-
esponding to the influence on the studied response of the pH
cheme 1. Optimised SPE procedure for urine samples containing eprosartan,
elmisartan, irbesartan and valsartan.



N. Ferreirós et al. / Talanta 73 (2007) 748–756 755

F optim
a ank u

e
c
o
o
e
3
i
t
s

p
i
T
d
d
s

p
7
s
c

n

u
u
s
u
w
a
w

4

i
c
o

ig. 5. Chromatograms corresponding to: (A) an extracted urine sample in the
nd valsartan in concentration 2.1 �g/mL and the IS 1.5 �g/mL) and (B) two bl

red that in urine samples, there are a lot of polar endogenous
ompounds which interfere in the chromatographic separation
f the studied compounds. To choose the best percentage of
rganic solvent in the composition of the washing solution, sev-
ral washing solutions were tested which contained from 0 to
0% of the organic component. The chromatograms correspond-
ng to these extracted urine samples are shown in Fig. 4. From
hese results, a washing solution containing a 20% of organic
olvent was used.

The optimised conditions were fixed in the following values:
H of the conditioning buffer 6.8, because the use of low values
n the studied pH range gave rise to better recovery percentages.
he washing and elution volumes were fixed in 2 mL and the
rying time, in 10 min. 0.2 mL (40% of sample volume) as con-
itioning buffer solution was added to the sample, to assure the
ame pH values in all the extracted samples.

All the extraction conditions are summarised in Scheme 1.
The calculated extraction efficiency (in terms of recovery
ercentage) was 84 ± 2 for eprosartan, 74 ± 2 for telmisartan,
4 ± 1 for irbesartan and 89 ± 1 for valsartan, for spiked urine
amples (2.1 �g/mL each analyte) extracted in the optimised
onditions. In all cases, the R.S.D.was less than 5%.

t
i
h
u

ised conditions (the sample was spiked with eprosartan, telmisartan, irbesartan
rine samples extracted following the same procedure.

The repeatability of the extraction, in terms of R.S.D., did
ot exceed the 10% in any case.

In Fig. 5, the chromatograms corresponding to an extracted
rine sample spiked with the studied analytes and several blank
rine samples extracted under the optimised conditions are
hown. The proposed procedure has been successfully applied to
rine samples obtained from hypertensive patients in treatment
ith eprosartan and valsartan (600 and 160 mg/day). A percent-

ge between 0.04 and 1.85%, and 4 and 7% of the ingested drug
as, respectively, recovered.

. Conclusions

Chemometric approach allows reducing the number of exper-
ments needed for optimisation of extraction procedure and
hromatographic separation, as well as the attainment of a true
ptimum set of conditions.

The HPLC–DAD developed method by using gradient elu-

ion mode, achieved the separation of eprosartan, telmisartan,
rbesartan and valsartan and the internal standard EXP 3174 in
uman urine samples in 16 min, by using an Atlantis dC18 col-
mn 100 mm × 3.9 mm I.D., 100 Å, 3 �m, and a mobile phase
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f water 0.031% TFA and ACN 0.026% TFA. The whole ana-
ytical procedure (extraction and separation for six samples by
uplicate) can be carried out in 1 h. This fact makes the method
uitable for applying it to routine analysis.

The extraction recoveries obtained are lower than those
btained with other methods described in bibliography. Values
f recoveries by using SPE of 78% for telmisartan [9], 89.3
nd 97.9% for irbesartan and valsartan, respectively, [6] or by
olid phase microextraction: 96.4, 94.7 and 89.4% for telmisar-
an, irbesartan and valsartan, respectively, [21] were obtained.
ut it has been taken into account that there is no a SPE pro-
edure for urine samples including the four studied analytes.
he different properties of the studied substances led us to adopt
ome agreements, usual practice in the development of screening
ethods.
The application of the developed SPE procedure allows the

etermination of the expected ARA-II drugs concentration levels
n urine.

The developed SPE procedure together with the chro-
atographic separation can be applied to the quantitation of

prosartan, telmisartan, irbesartan and valsartan by HPLC–DAD
n human urine. Therefore, the urine excreted percentage of the
dministered dose for each compound can be calculated and
sed for renal excretion studies.
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bstract

The present work describes a metallic hydride atomizer for atomic absorption spectrometry, by evaluating the performance of the Inconel
00® tube. For this purpose, stibine was used as the model volatile compound and antimony determination in river and lake sediments and in
harmaceutical samples was carried out to assess the metal furnace performance. Some parameters are evaluated such as those referring to the
eneration and transport of the hydride (such as KBH4 and acid concentrations, carrier gas flow rate, injected volume, etc.), as well as those referring

o the metal furnace (such as tube hole area, flame composition, long-term stability, etc.). The method presents linear Sb concentration from 2
o 80 �g L−1 range (r > 0.998; n = 3) and the analytical frequency of ca. 140 h−1. The limit of detection (LOD) is 0.23 �g L−1 and the precision,
xpressed as R.S.D., is less than 5% (40 �g L−1; n = 10). The accuracy is evaluated through the reference materials, and the results are similar at
5% confidence level according to the t-test.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Following the first report on the hydride generation atomic
bsorption spectrometry (HG-AAS) by Holak [1], the unques-
ionable advantages of the technique led to its application to
irtually all elements forming volatile hydrides [2].

For on-line hydride atomization conventional externally
eated quartz tube atomizers (QTA) [3–6] are currently almost
xclusively employed devices. An exception is the application
f the W-coil atomizer [7,8], which was adapted from the initial
dea of Berndt and Schaldach [9]. The usual design of the con-
entional externally heated QTA is a T-tube with the horizontal
rm (optical tube) of the T aligned in the optical path of the
pectrometer. The central arm of the T-tube serves for delivery

f hydrides carried by a gas flow from a generator [2]. The opti-
al tube is heated either using an electrical resistance device or
he acetylene–air flame (700–1100 ◦C).

∗ Corresponding author. Tel.: +55 19 3521 3089; fax: +55 19 3521 3023.
E-mail address: zezzi@iqm.unicamp.br (M.A.Z. Arruda).
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glumine antimoniate; River sediment; Lake sediment

Grinberg et al. [10] suggested a modified “holed” externally
eated QTA (HQTA) differing from the usual design only in
aving five holes (o.d. 2 mm) drilled along the length of the
ptical tube which was heated by the acetylene–air flame, which
mproved the selectivity and sensitivity, except for As, where

fivefold reduction on sensitivity was observed. The authors
xplained the good performance of HQTA in terms of resistance
o concomitants by a hydrogen radical rich environment.

In general, conventional externally heated QTA presents high
ensitivity as well as a lower background noise is attained,
mproving the limit of detection (LOD). However, there are
lso fundamental limitations inherent to QTA: poor linearity
or even a rollover) of the calibration curves and low resis-
ance towards atomization interferences. To overcome these
rawbacks, Dĕdina and Matousek [11] proposed a multiple
icroflame QTA (MMQTA), based on a recurrent atomization

f analyte in multiple clouds of hydrogen radicals in the optical

ube. Even though the multiatomizer eliminated calibration cur-
ature and yielded one to two orders of magnitude better related
o concomitant effects than the conventional externally heated
TA [11,12], its performance was not still ideal [12]. Addition-
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Table 1
Heating program for sediments samples decomposition using microwave oven

Stage Time (min) Power (W)

1 3 200
2 5 400
3 5 600
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lly, the temperature of QTA is limited by the thermal durability
f quartz up to around 1100 ◦C [2].

In the same year of the multiple microflame QTA preposi-
ion, Gáspár and Berndt [13], proposed the thermospray flame
urnace atomic absorption spectrometry (TS-FF-AAS), and as
ell commented by the authors “Up to now, only gaseous

ompounds could be introduced completely into flame-heated
ell. The classic examples for this are the determination of
he hydride-forming elements . . .”. In such technique, a Ni
ube is coupled on the burner head of a FAAS spectrometer
nd the sample is introduced into the tube by ceramic capil-
ary heated by the flame. Its main advantage is the complete
ntroduction of the sample in the Ni tube, reaching sensitivity
ompatible with electrothermical atomic absorption spectrome-
ry (ETAAS).

Due to those drawbacks already commented when QTA is
sed, the advantages for working with microflames (as MMQTA
r TS-FF-AAS) [11,14–18] as well as the different reaction envi-
onment when compared metallic tube and quartz tubes, the
im of the present work was to test the feasibility of the metal
urnace for hydride generation atomic absorption spectrome-
ry. Stibine was chosen as the model of volatile compound and
ntimony determination in river and lake sediments and in phar-
aceutical samples was employed to assess the metal furnace

erformance.

. Experimental

.1. Instrumentation

The proposed system was built-up by an Ismatec peristaltic
ump (IPC-12, Glattzbrugg, Switzerland) and a homemade
hree-piece injector-commutator device of the polymethacrylate
19]. Polyethylene tubes (0.8 mm i.d.) were used as transmission
ines and Tygon® tubes for propelling the solutions.

A Perkin-Elmer model AAnalyst 300 flame atomic absorp-
ion spectrometry (Norwalk, USA) equipped with deuterium
amp background correction was used for Sb determinations.
lectrodeless discharge lamp was used as a primary source and

he operating conditions were those recommended by manufac-
urer.

High purity deionized water was obtained from a Milli-
ore model Milli-Q Plus water purification unit and a Provecto
nalı́tica microwave oven, model DGT Plus (Jundiaı́, Brazil),
as used for sample decomposition.

.2. Reagents and solutions

All solutions were prepared with deionized water
18.2 M� cm) and with analytical reagent grade. The glassware
as kept in a 10% (v/v) HCl for 24 h with posterior cleaning
ith ultra-pure water.

A 100 mg L−1 Sb stock solutions was prepared dissolving

ppropriate mass of the C4H4KO7Sb·1/2H2O in 1 mol L−1 HCl.
eference Sb solutions (5–80 �g L−1) were daily prepared by

erial dilution of the stock solution also in 1 mol L−1 HCl.

c
p
t
r

20 700
2 80

A 1.0% (m/v) KBH4 (Vetec, Brazil) solution was prepared
n 0.8% (m/v) NaOH (Merck, Darmstadt, Germany), and kept
nder refrigeration up to two weeks after its preparation.

.3. Samples

Meglumine antimoniate samples were obtained from the
egional Health Bureau Alfenas – Minas Gerais State. This

amples were diluted (1:2,500,000) with 1 mol L−1 HCl, and
reated with 5% (m/v) KI for Sb(V) reduction.

Masses of 150 and 250 mg for river (BCR-320) and lake
IAEA-SL-1) sediment samples, respectively, were mineralized
sing microwave oven (MW). For both samples, 10 mL aqua
egia and 5 mL HF were used. Pre-digestion period of 30 min
as carried out, followed by the heating program as in Table 1.
fter the mineralization, the samples were heated almost to dry-
ess and the volumes completed to 10 mL with 1 mol L−1 HCl.
o promote the reduction of Sb(V) to Sb(III), a treatment with
% (m/v) KI was made.

.4. Hydride generator and metal furnace atomizer

The proposed system is based on the reaction between BH4
−

nd Sb(III) in a 1 mol L−1 HCl. Stibine its then generated and
nserted into a gas liquid separator [7,8], where it is carried by an
rgon constant flow. Then it is atomized in an Inconel 600® tube
tomizer fixed above the burner of the spectrometer (Fig. 1). The
pproximately Inconel 600® tube composition is >72% (m/m)
i, 14–17% (m/m) Cr and 6–10% (m/m) Fe, and its dimension

s similar to that of Ni tube commonly used in the TS-FF-AAS
13–18].

Fig. 1A shows the system in the sampling position, where
he L1 (samples) and L2 (KBH4) loops are filled. Volumes of
oth loops, L1 and L2 were always kept the same. When the
entral part of the injector is switched to the alternative position
Fig. 1B), the volumes contained in both L1 and L2 loops are
ransported by C1 and C2 carrier (deionized water) through the
nalytical pathway.

The sample (in acidic medium) receives the KBH4 solution in
he x confluence point and proceeds for the reactor (R), where the
ydride is formed by the reaction among BH4

− in acidic medium
nd Sb(III) present in the standard/sample. Then, the antimony
ydride is transported to the gas–liquid separator (GLS) and

arried by an argon constant flow rate (1 L min−1) to its upper
art. The remained sample is aspirated through a lateral hole in
he GLS, being then discarded. Finally, the antimony hydride
eaches the ceramic capillary, and it is directly introduced into
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Fig. 1. Hydride generation system comprises a peristaltic pump (P), an injector
commutator (I), a gas liquid separator (GLS), ceramic capillary and Inconel®

tube (IT). (A) System in the sampling position, filling the loops (L1 and L2).
R1 = 1.0% (m/v) KBH4 in 0.8% (m/v) NaOH, C1 and C2 = deionized water (car-
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3.1.2. Nature and concentration of the mineral acid
ier solution) at 13 mL min−1, S = standards/samples, R = reactor, x = confluence
oint, argon at 1 L min−1, W = waste. (B) System in the injection position.

he hot Inconel 600® tube through a lateral hole [13]. The tube
oupled on the flame has six holes in the face addressed to the
urner, allowing the partial flame penetration inside of the tube,
nd promoting the Sb atomization.

. Results and discussion

.1. Optimization of the variables

The optimizations of the chemical and physical variables
ere performed in a univariate way, by maximizing the inte-
rated absorbance of a 40 �g L−1 standard solution.

.1.1. The nature of the tube
As the nickel tube is commonly used in the TS-FF-AAS tech-

ique [13–18], it was also applied as atomizer in such purpose,
ut it yielded a poor sensitivity (ca. 40% when compared with
he Inconel 600® tube) and precision (ca. 20% R.S.D.). Such
act can be attributed to the NiSb2O4 and/or NiSb2O6 formation
20], according to Eqs. (1) and (2), as follow

NiO + 2Sb → NiSb2O4 + 3Ni,
G◦
f = −988.3 + 0.3472T (K) ± 4.2 kJ mol−1 (769 − 931 K)

(1)
t
i

ta 73 (2007) 621–628 623

iSb2O4 + O2 → NiSb2O6,

G◦
f = −406.6 + 0.2010T (K) ± 0.2 kJ mol−1 (894 − 1138 K

(2

Subsequently, the performance of the tube furnace built-in
y Inconel 600® was investigated with the same dimensions
o those used when worked with the nickel tube [13–18].
he results achieved were encourager. However, increase in

he results (in terms of integrated absorbance) was observed
fter each injection of the 40 �g L−1 Sb standard. At least
0 injections were necessary for signal stabilization, suggest-
ng a gradual change in the tube surface. Such behavior can
e explained due to the gradual formation of both ternary
xides as exemplified in the Eqs. (1) and (2). Apparently,
decrease in the nickel concentration on the tube surface

or signal stabilization was necessary, being the intensity of
he signal maintained during the sequence of the experi-

ents.
From this fact, an experiment was performed to investigate

he modification of the Inconel 600® tube and its durability.
n this way, the tube surface was now treated by injecting
40 mg L−1 Sb standard, followed by a blank solution (four

equential injections). Excellent signal stability was obtained
ith such procedure: 200 injections of the 40 �g L−1 Sb standard
ielded R.S.D. of only 1.3%.

Scanning electron micrography and X-ray fluorescence were
mployed to characterize changes of the inner surface of the
nconel 600® tube due to its treatment with 40 mg L−1 Sb stan-
ard. Fig. 2 illustrates the change in the morphology of the
aterial. Additionally, we can point out changes in the quantities

f nickel, chromium and iron, before and just after tube treatment
sing 40 mg L−1 Sb standard. While in the new Inconel 600®

ube, the nickel quantity was about 75% (m/m), it decreases
o 71 and 62% (m/m), respectively, for both lateral and upper
egions of the tube evaluated, probably due to ternary oxides
ormed as exemplified in the Eqs. (1) and (2) and commented
bove. The upper region is that with a higher flame incidence.
n the other hand, chromium was increase (15% (m/m) – new

ube) to 19 and 25% (m/m), for both lateral and upper regions of
he tube, respectively. Finally, iron contents also increase (8%
m/m) – new tube) to 11% (m/m) – upper region of the tube.
t should be highlighted that the tube became greenish during
he experiment, indicating the presence of Cr2O3, which has a
igher melting point (2435 ◦C) than Ni2O3 (1984 ◦C) or NiO
1955 ◦C) [21]. This behavior indicates that a new environment
ormed inside the tube plays an important role in the antimony
tomization, once that the sensitivity was 10-fold increased at
his new condition.
Some mineral acids such as HCl, H2SO4 and HNO3 were
ested due to the possibility of their use for sample mineral-
zation. The acid concentrations were evaluated from 0.1 to
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Fig. 2. Scanning electron micrography (SEM) of the Inconel® tube (×1000).
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A) New Inconel® tube, (B) lateral, and (C) upper region of the tube. The (B)
nd (C) micrographies were obtained from the same tube and just after the tube
reatment.

.0 mol L−1 range and the results are presented in the Fig. 3. As
ne can see, the behavior of H2SO4 and HCl was similar from
.0 to 4.0 mol L−1 concentrations. However, due to the good
recision (R.S.D. as 2.6%) obtained when HCl was employed,

he 1.0 mol L−1 HCl concentration was selected. Lower results
or HNO3 are compatible with often reported interferences of
itrogen oxides with HG-AAS determinations of antimony [2].
itrogen oxide interferences are observed also in determina-

f
a
t
t

ig. 3. Influence of nature and concentration of the acid on the analytical
esponse.

ions of other hydride forming elements [2,22], however, their
echanisms are not known.

.1.3. KBH4 concentration
The KBH4 concentration was tested in the range from 0.1 to

.0% (m/v) in the solution stablized with 0.8% (m/v) NaOH. The
ptimum concentration, selected for further measurements, was
.0% yielding integrated absorbance of ca. 0.30 s. There was a
ecrease in the analytical signal (0.14 s) at lower concentrations
ompatible to lower efficiency of hydride generation. Concen-
rations above 1.0% caused impaired signal repeatability as well
s slight signal decrease (ca. 0.27 s), obviously due to enhanced
roduction of hydrogen.

.1.4. Reactor length
Too short reactor might cause incomplete hydride release [2]

ut too long reactor increases risk of analyte losses. A study to
valuate the reactor length influence in the analytical response
as therefore made. The reactor length was varied from 10 to
0 cm, and the best analytical signal was obtained with 50 cm
ength (ca. 0.36 s). Reactor lengths of 70 and 90 cm also pro-
uced similar signals than those with 50 cm reactor. In this way,
0 cm reactor length was selected for future tests.

.1.5. Injected volume
The L1 and L2 loop volumes (300, 600, 900, 1200, 1500

nd 2000 �L) were simultaneously studied. The integrated
bsorbance signal was directly proportional to the sample vol-
me, which can be varied depending on the necessary sensitivity
or each determination. The volume of 2000 �L (ca. 0.73 s) was
hen selected for further measurements.

.1.6. Carrier solution flow rate
The influence of the carrier flow solutions was checked from

0 to 14.5 mL min−1. The obtained results did not present dif-

erences larger than 10%. Thus, the peak profile was used as

choice criterion, being the selection made as a function of
he peak symmetry, as well as the shortest time of the signal
o return to the baseline, which directly contributes for improv-



Talanta 73 (2007) 621–628 625

i
1
p
b
(
t

3

p
r
a
m
c
t
n
i

3

a
a
i
p
2
a

c
H
(
t
l

o
s
l
a

F
w

3

a
s
w
a
p
w
s

3

fl
l
s
a
t

E.C. Figueiredo et al. /

ng the analytical frequency of the method. The flow rate of
3 mL min−1 was selected for further measurements as the com-
romise between sample throughput (lower flow rates resulted in
roader peaks decreasing the throughput) and signal repeatibility
higher flow rates resulted in higher internal pressure impairing
he precision – R.S.D. > 15% for the flow rate of 14.5 mL min−1).

.1.7. Argon flow rate
The carrier flow gas was also studied from 0.1 to 4.0 L min−1,

resenting significant influence in the analytical signal. The flow
ate presented an inversely proportional tendency with integrated
bsorbance. However, at very low flow rate, there was an enlarge-
ent of the peaks (with an excessive tail). Thus, 1.0 L min−1

arrier flow was selected as working condition (ca. 1.57 s). On
he other hand, the possible explanation to lower analytical sig-
als at higher carrier gas flow rate is the dilution of the hydride
nside the tube and/or its quick expulsion from the metal tube.

.1.8. The Inconel 600® tube area
The tube coupled on the flame has six holes in the face

ddressed to the burner. A study to verify the influence of the hole
rea in the analytical response was made, because it can strongly
nfluence the atomization. For this study, five tubes were used,
resenting six similar holes, each one with 3.3, 6.6, 10, 13.3 and
0 mm2 of area, with 20, 40, 60, 80 and 120 mm2 of total drilled
rea, respectively. Another tube without holes was also tested.

A difference of ca. 22% can be observed from Fig. 4, when
ompared the tubes with 40 and 80 mm2 of total drilled area.
owever, when compared those tubes with 20, 40 and 60 mm2

best results), only slight differences were found (ca. 1.7%). As
here were no statistical differences between 40 and 60 mm2, the
ast area was chosen for further experiments.

A tube without hole was also tested, however the results

btained were not promising, once that the R.S.D. of the mea-
urements was as high as 30%. It can be attributed due to the
ack of the carrier gas inside the tube, being the analyte randomly
tomized and transported to outside of the tube.

ig. 4. Influence of the drilled hole area on the analytical response using tubes
ith 20, 40, 60, 80 and 120 mm2 of total hole.
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Fig. 5. Influence of the flame composition on the analytical response.

.1.9. Capillary
Two ceramic capillaries with different internal diameters (0.5

nd 1.0 mm) were tested. Only slight differences in the analytical
ignal (R.S.D. < 4%) were observed, and the selection criterion
as then attributed to the best signal profile in terms of symmetry

s well as the highest analytical frequency (127 and 140 signals
er hour using 0.5 and 1.0 mm capillary, respectively). In this
ay, the broader capillary – with 1.0 mm i.d. was then therefore

elected for further experiments.

.1.10. Flame composition
The Fig. 5 shows the influence of acetylene flow rate at air

ow rate of 10 L min−1 and the influence of air flow rate at acety-
ene flow rate of 3 L min−1. The optimum flame composition,
elected for further measurements, was therefore 3 L min−1 of
cetylene and 10 L min−1 of air. It should be highlighted that
his is a strongly reducing flame. As illustrated in Fig. 5, chang-
ng the flame composition towards more oxidating conditions
esulted in a pronounced sensitivity loss in spite of higher tube
emperature. This behavior indicates strong evidence that the
tomization mechanism is analogous to that in QTA due to the
nteraction of hydride molecules with highly energetic hydrogen
adicals (H radicals), as treated in detail by Dĕdina and Tsalev
2]. The fact that the holes drilled to the bottom of the tube have
he beneficial effect on the signal suggest that H-radicals, formed
referentially in the reducing flame, penetrating through holes to
he analytical volume facilitate analyte atomization. The metal
ube atomizers obviously require higher H-radical supply than
TA for complete analyte atomization. The reason is probably

he higher H-radical recombination rate on the metal surface
ompared to the quartz surface. The marked sensitivity drop
nder more oxidizing flame compositions can be attributed to
he lower production of H-radicals and/or to the enhanced free
nalyte atom reaction with oxygen.

.2. Temperature of the Inconel 600® tube
The temperature on the tube surface was obtained using an
ptical pyrometer. It was checked in five points as presented in
he Fig. 6. A slightly lower temperature, by around 15 ◦C, in
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Table 2
Selectivity chart for determination of 20 �g L−1 Sb (n = 3)

Element Interferent/Sb ratio Recovery (%)

Fe 1 96
100 55

Mg 200 93
1000 58

Ca 200 97
1000 110

Mn 200 109
1000 105

Zn 200 97
1000 54

K 200 104
1000 61

Cu 200 110
1000 41

Pb 200 91
1000 61

Co 100 97
200 77

Cr 200 98
1000 95

Al 200 106
1000 58

As 200 92
1000 70

Se 1 103
100 79

Cd 100 108
200 76

Ni 1 110
100 84

Ba 200 104
1000 54

Sn 200 108
1000 66

Bi 1 46
200 31
Fig. 6. Distribution of the temperature along the Inconel® tube.

he central point should be attributed to the cooling effect of
he carrier gas introduced to the tube just in such position. The

ore pronounced temperature drop (60 ◦C) close to tube ends
uggests a lower efficient heating.

.3. Concomitants

Concomitant effects of selected species were studied by com-
aring signals of 20 �g L−1 Sb standard solution with that of
he same analyte concentration in the presence of concomitants.
o masking agent was used in this test, and the concomitant

ffect was only considered when the recoveries were > ± 10%.
s one can see in the selectivity chart (Table 2), Fe, Se, Ni and
i caused the main interferences due to the low recoveries in

he 1:100, 1:100, 1:100 and 1:1 proportions, respectively. Such
nterferences can be attributed either in the liquid [2,23] or in
he gaseous phases [2]. Specifically related to Bi (the most prob-
ematic concomitant), it presents the capacity of decomposing
tibine in the gaseous phase by forming bi- or polymolecu-
ar species with antimony at high flame temperatures [24]. So,
n order to improve selectivity, a masking agent is commonly
sed (e.g. KI, thiourea), mainly if such concomitants effects are
resent in the hydride generation step [25].

.4. Figures of merit

The proposed method presents linear Sb concentration from
to 80 �g L−1 range (r > 0.998; n = 3) and the analytical fre-

uency of ca.140 h−1. The limit of quantification (LOQ) was
f 0.75 �g L−1 (according to the IUPAC recommendations)
26] and the precision, expressed as R.S.D., was less than 5%
40 �g L−1; n = 10). The accuracy was evaluated through the
eference materials.

.5. Analytical applications

Fig. 7 shows the analytical signals for blank solution (n = 10),

, 5, 20, 40, 60 and 80 �g L−1 Sb standard solution (n = 3), three
eglumine antimoniate (n = 3), one river sediment (n = 3) and

ne lake sediment samples (n = 3), respectively. The meglumine
ntimoniate samples were also analyzed by FAAS, and no signif-

Fig. 7. Analytical signals from blank (n = 10), 2, 5, 20, 40, 60 and 80 �g L−1

Sb standard solution (n = 3), three meglumine antimoniate (n = 3), one river
sediment (n = 3) and one lake sediment sample (n = 3).



E.C. Figueiredo et al. / Talan

Table 3
Sb concentration (x̄ ± S.D.) in meglumine antimoniate samples (MA) and ref-
erence materials, determined by proposed method (PM) and by FAAS

Samples PM FAAS Reference value

MA 1a 108 ± 4 98 ± 1 –
MA 2a 92 ± 3 96 ± 2 –
MA 3a 92 ± 6 95 ± 1 –
MA 4a 95 ± 5 96 ± 2 –
BCR-320b 0.54 ± 0.02 – 0.6c

IAEA-SL-1b 1.33 ± 0.05 – 1.31 ± 0.12
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a Values expressed as mg mL−1.
b Values expressed as mg kg−1.
c Uncertainty not expressed.

cant differences on the results were achieved at 95% confidence
evels, according to the t-test, when compared both sets of the
esults (Table 3).

. Conclusions

The initial purpose, that was to test the feasibility of the metal
urnace for hydride generation atomic absorption spectrometry
as greatly attained, once that the performance of the metal fur-
ace as well as the proposed method for antimony determination
an be compared, or even better, to others methods proposed in
he literature (see Table 4). Related to the figures of merit of the
roposed method using the metal furnace Inconel 600®, good
OD, sensitivity, selectivity, analytical frequency, linear range,
recision and accuracy were attained. This last one was checked
y using reference materials for river and lake sediments, as well
s alternative technique for pharmaceutical samples.

As a 10-fold increase on sensitivity was achieved by treating
he metallic tube with antimony, such new environment formed
nside the tube plays an important role in the antimony atomiza-
ion. After the treatment, changes in the concentrations, mainly

or nickel and chromium were detected, and due to the results
btained antinomy was better atomized in such environment,
hich presents higher chromium contents (probably as Cr2O3,

able 4
omparison of the limit of detection (LOD) among different methods used in

he Sb determination and the proposed method

echnique LOD (�g L−1) References

AAS 1600 [28]
pectrophotometry 200 [29]
S-FF-AAS 40 [28]
TAAS 2.5 [30]

CP OES 0.7 [31]
G-AAS 1.0 and 0.5a [32]
SPb 0.3 [33]
G-AAS 0.23 This work
QTA-HG-AAS 0.18 [10]
G-AAS 0.13 [4]

CP-MS 0.01 [34]
re-concentration HG-AAS 0.004 [4]
G-AFS 0.008 [35]

a For Sb(III) and Sb(V), respectively.
b Anodic stripping potentiometry.
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he most stable chromium oxide form), such species however,
oes not participates, apparently, in the antimony atomization at
he temperature employed in this work.

In this way, metallic atomizers can be considered an elegant
nd complementary alternative related to hydrides techniques
ecause new environments can be used in the hydride decompo-
ition, once that each one is defined according to the constituents
f the alloy used. In view of such fact, a vast field of investiga-
ions according to new reactions involved in each environment
ould be opened, enlarging the studies and the potentialities on
ydride generation. Additionally, due to its physical constitu-
ion, metallic tubes are much more resistant to shocks than others
tomizers already proposed for hydride atomization, which can
e a welcome characteristic, mainly for routine laboratories due
o the dynamic of the work as well as its lifetime is limited
nly due to material fatigue. Specifically to this application,
ts lifetime was higher than 2000 h. If necessary, the facility of
he tube pretreatment is another interesting point, as presented
n this work, as well as its long-term stability. Finally, due to
uch characteristics of the metal furnace in addition its low cost
ca. US$ 7 each tube), possible tendencies of using metals as
tomizers, besides those common hydride forms, could also be
he atomization of those volatile forms of transition and noble

etals, due to some difficulty achieved for this task [27].
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bstract

A new highly sensitive and selective colorimetric method for fluoride determination in water is described. The novel reagent used is a hemicyanine
ye (HC), which forms a stable complex with Zr–EDTA, the fluoride-binding site, through the hydroxyl groups. The hemicyanine-chelating
r–EDTA complex (HC–Zr–EDTA) is ready to react with fluoride ion to release HC. This result in remarkable color change of the sensing
olutions from red (λmax = 513 nm) to yellow (λmax = 427 nm) at pH 4.40. When applied to the colorimetric determination of fluoride ions, a linear

ange from 3.0 × 10−6 to 5.0 × 10−5 mol/L and a detection limit of 2.8 × 10−6 mol/L with a correlation coefficient of 0.9993 can be achieved under
he optimized conditions. Because of the specific affinity of fluorides for the [Zr–EDTA], there is little interference by other ions. This method has
een successfully applied to the determination of fluorides in toothpaste samples.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Anions play an important role in a wide range of chemical
nd biological processes, and considerable attention has been
ocused on the design of host molecules that can recognize and
ense anion species selectively through electrochemical or opti-
al responses [1,2]. Among these anions, fluoride, which is often
nvolved in biological, environmental, supramolecular sciences
nd lots of industrial processes, is of great interest in designing
rtificial anion receptors due to its unique properties of relatively
mall size and stronger electronegativity compared to other halo-
ens. Many molecular chemosenors have been developed for
uoride with the use of a variety of signaling mechanisms such as
ompetitive binding [3], photo-induced electron transfer (PET)
4], excited state proton transfer (ESPT) [5], excimer/exciplex

ormation [6], and intramolecular charge transfer [7]. Spec-
rophotometric method is widely accepted due to its simplicity,
ow cost and reliability, and important efforts have been focused

∗ Corresponding authors.
E-mail addresses: hzheng@xmu.edu.cn (H. Zheng),

gxu@xmu.edu.cn (J.-G. Xu).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.04.063
n synthesizing and investigating new reagents for the colori-
etric determination of fluoride ions [8]. However, some of

hese systems use organic solvents as the detection medium
ecause these sensors generally rely on hydrogen bonding
r electrostatic interactions for the recognition of the target
8c,8d], therefore, the application of these systems to practical
ater samples requires tedious solvent extraction procedures

nd the phase transfer catalysts. Hence, a practical fluorides-
ensing system is desirable to overcome the above shortcomings
nd apply to the direct detection of fluoride ion in aqueous
edia.
Many metal-dye complexes of La(III), Ce(III) and Zr(IV)

ave been applied to the colorimetric determination of fluoride
on [9]; however, most of these systems lack chemical stability
r cost much time in color development. Zr–EDTA has been
eported to strongly bind fluoride by ligand-exchanging with
oordinated water molecules [10]. Based on this knowledge,
atsunaga and co-workers have reported a new colorimetric
ethod for the detection of fluorides [11a], in which fluoride ion
eplaces Pyrocatechol Violet (PV) molecules in ternary complex
f PV–Zr–EDTA by ligand-exchanging with high specificity.
uring the study of water-soluble cyanine in our laboratory,
e discovered a novel hemicyanine (HC) that showed an obvi-
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us complexation with Zr–EDTA. Moreover, the relatively large
olar absorptivity of HC makes it an excellent chromogenic

ndicator. Based on the fact above-mentioned, a more sensitive
ystem for the colorimetric determination of fluoride was devel-
ped. The principle of this method is that HC shows a new
bsorption peak at 513 nm upon binding to Zr–EDTA and the
C–Zr–EDTA complex exhibits a large absorbance changes

eading to great sensitivity in the presence of fluoride ions by
he ligand-exchanging reactions between fluoride ions and HC.
nterference of foreign anions is negligible and higher sensitivity
s resulted by the proposed method.

. Experimental

A Beckman DU 7400 absorption spectrophotometer and a
.0 cm quartz cell were used for absorption study; corrected
uorescence spectra were measured on a Hitachi F-4500 flu-
rescence spectrophotometer with a 1.0 cm quartz cell; pH was
easured with a Model pHs-301 meter (Xiamen, China). All

xperiments were conducted in DMSO/water (3/7, v/v) solutions
t pH 4.40 at room temperature of ca. 25 ◦C.

1, 2, 3, 3,-Tetramethyl-3H-indolium iodide and 3, 4-
ihydroxybenzaldehyde were obtained from Aldrich, other
eagents were received from Shanghai Chemicals Group
ompany as analytical grade or better and used without fur-

her purification. Twice-deionized water was further distilled
n the presence of KMnO4. Standard solution containing
.0 × 10−2 mol/L fluoride was prepared by dissolving 42.0 mg
aF in 100 mL distilled water. The [Zr(H2O)2EDTA] white

rystal was prepared from Zr(NO3)4 according to the reported
rocedure[12] and a 1.0 × 10−2 mol/L stock solution of the com-
lex was prepared in distilled water and stored at 4 ◦C for the
uture use.

The hemicyanine dye (HC) was synthesized and purified as
cheme 1 [13]:

0.50 g (1.7 mmol) 1, 2, 3, 3,-tetramethyl-3H-indolium iodide
nd 0.23 g (1.7 mmol) 3, 4-dihydroxybenzaldehyde were dis-
olved in dry methanol, the reaction mixture was refluxed for
h under N2 atmosphere after adding 82.0 �L dry piperidine.

he solvent was removed first and the residue was purified by

ecrystallization with methanol to afford HC (0.125 g, yield:
5%). The purity of HC was confirmed by MS, 1H NMR and
3C NMR spectra as follows:

Scheme 1. Synthesis of the hemicyanine dye.
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1H NMR (d6-DMSO, 400 MHz) δ 1.763 (S, 6H), 4.070
s, 3H), 6.934 (d, J = 8 Hz, 1H), 7.362 (d, J = 16 Hz, 1H),
.551–7.588 (m, 2H), 7.606–7.626 (m, 2H), 7.835 (d, J = 6.8 Hz,
H), 8.289 (d, J = 16 Hz, 1H), 9.384 (S, 1H), 10.612 (S, 1H).

13C NMR (d6-DMSO, 100 MHz) δ 26.224, 34.280,
2.010, 109.314, 114.901, 116.586, 117.115, 123.229, 126.658,
26.981, 128.969, 129.290, 142.389, 143.526, 146.669,
53.526, 154.441, 181.338.

ESI mass spectrometry, m/z: 295.4 (M−I− + 1).
HC was then dissolved in methanol to make a 1.0 ×

0−3 mol/L stock solution and stored at 4 ◦C for the future
se.

.1. General procedure

Into a 10.0 mL volumetric flask, transfer 1.0 mL of
aAc–HAc buffer solution (pH 4.40, 0.20 mol/L), an appropri-

te volume of fluoride solution, 3.0 mL of DMSO and 0.10 mL
.0 × 10−3 mol/L [Zr(H2O)2EDTA] standard solution in turn.
he mixture was diluted to 10.0mL with distilled water and
ixed thoroughly. Then 0.10 mL 1.0 × 10−3mol/L HC stan-

ard solution was added and mixed thoroughly once again. After
ncubation for 15 min, the absorbance of the sample (A) and the
lank (A0) (prepared in a similar manner without fluoride ions)
ere measured at 513 nm.

. Results and discussion

.1. The spectral characteristics of HC–Zr–EDTA

It was reported that ethylenediamine-N,N,N′,N′-tetraacetic
cid (EDTA) formed a remarkably stable 1:1 complex with
r(IV) with a stability constant log K = 29 [14]. This high sta-
ility constant suggested that the complex could be present in
queous solution over a wide pH range without any hydrol-
sis. Even though the [Zr(H2O)2EDTA] complex was fairly
table, some new ternary complex still could be formed by
asy replacement of the water molecules bound to Zr(IV)
ith various bidentate ligands [15–17]. Since hemicyanine dye

HC) has a catechol-type chelating group, a good bidentate
igand for Zr(IV) [11], hence we attempt to use HC as the
ndicator to assemble a new fluoride-sensing probe, HC–Zr–
DTA.

The pKa1 value of HC was determined to be 7.34 by
hotometric titration in aqueous solution. The changes of the
bsorption spectra of HC solutions with increasing concentra-
ion of Zr–EDTA at pH 4.40 are shown in Fig. 1a. The Job’s plot
Fig. 1b) suggested that a 1:1 complex form between HC and
r–EDTA. Therefore, we selected 1:1 as the ratio of Zr–EDTA

o HC to fabricate the probe for further studies.
As shown in Fig. 1a, free HC in DMSO/water (3/7, v/v)

olution exhibited a light yellow color with the maximum
bsorption wavelength at 427 nm (ε = 38,000 L/(mol cm)). How-

ver, the color changed to red gradually after addition of
Zr(H2O)2EDTA] stock solution and the maximum absorption
avelength shifted to 513 nm (ε = 69,000 L/(mol cm)) with the
ecline of the absorption peak at 427 nm. The color reaction is
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Fig. 1. (a) Absorption spectra of HC in the absence (curve 1) and presence of Zr–EDTA (curves 2–11). Concentration of Zr–EDTA (from curves 2 to 11,×10−5 mol/L):
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.1; 0.3; 0.5; 0.7; 0.9; 1.0; 2.0; 3.0; 4.0;5.0. [HC] = 1.0 × 10−5 mol/L. (b) Job’s
as kept constant at 1.0 × 10−5 mol/L.

xpressed as follows:

HC
ellow

+ Zr[(H2O)2EDTA] � Zr(HC)(EDTA)
red

+ 2H2O (1)

he conditional formation constant of Eq. (1) was determined
o be 2.0 × 105 L/mol (pH = 4.40) at 298 K by analysis of the
olar ratio plots. Along with the changes of absorption spec-

ra, the fluorescence intensity of HC at 540 nm also decreased
pon excitation at 440 nm (the figure was not given). This
henomenon was ascribed to the formation of HC–Zr–EDTA
omplex since the fluorescence intensity of free HC at 540 nm
as significantly high under the same conditions.

.2. The spectral evolutions with fluoride titration

The spectral evolution of the HC–Zr–EDTA sensing solu-
ions titrated with fluorides is shown in Fig. 2a. It can be seen
hat the absorbance at 513 nm gradually decreased while the
bsorbance at 427 nm restored with the increasement of the flu-

rides added, accompanying a spectral shift of the system from
he absorption spectrum of HC–Zr–EDTA to that of free HC.
his absorption response induced by the addition of fluorides
as attributed to the replacement of HC by fluoride ions as

i
t
i
f

ig. 2. (a) Absorption spectra of HC–Zr–EDTA in the absence (curve 1) and presen
uffer). [HC] = 1.0 × 10 −5 mol/L; [Zr–EDTA] = 1.0 × 10 −5 mol/L. Concentration o
.8; 1.0; 2.0; 3.0; 4.0; 5.0; 6.0; 7.0; 8.0; 9.0. (b) Fluorescence spectra of HC–Zr–ED
olution (3/7, v/v) at pH 4.40 (acetate buffer). [HC] = 1.0 × 10−5mol/L; [Zr–EDTA]
.03; 0.05; 0.07; 0.09; 0.2; 0.4; 0.6; 0.8; 1.0; 2.0; 3.0; 4.0; 5.0; 6.0; 7.0; 8.0; 9.0.
or HC–Zr–EDTA system at 513 nm. Total concentration of HC and Zr–EDTA

xpressed in Scheme 2. This could also be proved by the restored
uorescence at 540 nm (Fig. 2b), the characteristic fluorescence
f free HC.

.3. Optimization of the experimental conditions

.3.1. Effect of pH
The effect of pH on the detection of fluoride ion is shown

n Fig. 3. It can be seen from Fig. 3 that an optimal value of
A (�A = Ao − A) can be obtained over the pH range from 4.20

o 4.60, where Ao and A are the absorbance of HC–Zr–EDTA
olution at 513 nm in the absence and presence of fluoride ions,
espectively. As a result, the HAc–NaAc buffer (pH 4.40) was
elected for further study.

.3.2. Effects of HC concentration and incubation time
The effect of HC concentration on the determination of

uorides was investigated. When concentrations of all the
ther reagents were kept constant at 1.0 × 10−5 mol/L, the �A

ncreased with the increasing amount of HC. However, when
he concentration of HC exceeded 1.0 × 10−5 mol/L, the Ao
ncreased remarkably. Thus, a concentration of 1.0 × 10−5mol/L
or HC was recommended. Under these optimized conditions,

ce (curve 2–18) of F− in DMSO/water solution (3/7, v/v) at pH 4.40 (acetate
f F− (from curves 2 to 18, ×10−4 mol/L): 0.03; 0.05; 0.07; 0.09; 0.2; 0.4; 0.6;
TA in the absence (curve 1) and presence (curve 2–18) of F− in DMSO/water
= 1.0 × 10−5 mol/L, concentration of F− (from curves 2 to 18, × 10−4 mol/L):
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absorption behavior of the sensing system is almost unaffected
upon addition of 10.0 equiv of the tested background anions.
Scheme 2. Ligand-exchange reaction

he effect of incubation time on the �A was also tested (Fig. 4),
nd the results showed that the system reached equilibrium in
5 min and remained constant for at least 60 min. So incubation
or 15 min was chosen for this study.

.3.3. Effects of organic solvents
Effects of some water-soluble organic solvents on the deter-

ination of fluoride ion were checked. Results showed that
igher sensitivity could be obtained in H2O/DMSO (70/30, v/v)
olution. Therefore, an aqueous solution containing 30% DMSO
as selected for further research.

.3.4. Effect of ionic strength

The effect of ionic strength on the assay was investigated by

dding the strong electrolyte such as sodium chloride (Table 1).
esults indicated that NaCl had rather low effect on the deter-
ination of 1.0 × 10−5 mol/L F− even the final concentration

ig. 3. Effect of pH on �A at 513 nm. [F−] = 1.0 × 10−4 mol/L;
HC] = 1.0 × 10−5 mol/L; [Zr–EDTA] = 1.0 × 10−5 mol/L.

H
d

F
s
[

een HC–Zr–EDTA and fluoride ion.

f the salt up to 0.10 mol/L and 1.0 mol/L of sodium chloride
nly caused ca. −12.7% relative error.

.4. Selectivity and interference of foreign ions

The selective spectroscopic behavior of the sensing sys-
em towards background anions was investigated by UV-vis

easurements. Fig. 5a shows the representative chromogenic
ehavior of the sensing system towards the tested anions in aque-
us solutions. One can see that HC–Zr–EDTA exhibits rather
trong absorption at 513 nm (designated as the blank) and the
owever, only the addition of fluoride ion resulted in a rapid
ecrease of the absorption of HC–Zr–EDTA at 513 nm, which

ig. 4. Effect of reaction time on the absorption response of HC–Zr–EDTA
ystem to fluoride. [HC] = 1.0 × 10−5 mol/L; [Zr–EDTA] = 1.0 × 10−5 mol/L;
F−] = 5.0 × 10−5 mol/L.
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Table 1
Tolerance of foreign substances for the determination of 1.0 × 10−5 mol/L
fluoride

Foreign ions Coexisting concentration
(mol/L)

Relative error
caused (%)

None 0
NaCl 1.0 −12.7
NaCl 0.1 −3.08
NaCl 0.05 −2.12
NaCl 0.02 −0.8
Cl− 1.0 × 10−3 −0.12
Br− 1.0 × 10−3 −0.75
I− 1.0 × 10−3 2.60
HS− 1.0 × 10−3 6.20
SCN− 1.0 × 10−3 5.60
NO3

− 1.0 × 10−3 3.70
HCO3

− 1.0 × 10−3 2.60
SO4

2− 1.0 × 10−3 −1.87
HSO3

− 1.0 × 10−3 0.50
H2PO4

− 1.0 × 10−3 −0.94
P2O7

4− 1.0 × 10−3 −1.62
SDS 4.0 × 10−3 −7.03
CTAB 1.0 × 10−3 2.11
TX-100 3.0 × 10−4 0.62
Propionic 1.0 × 10−4 −1.72
Tartaric 1.0 × 10−4 −1.75
Citric 3.0 × 10−4 −1.79
H2O2 1.0 × 10−4 2.27
A 3+ −5 −4
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3.5. Calibration graphs and analysis of samples

The titration curves of the sensing system with the standard
solution of fluoride were constructed under the optimal condi-

F
i
t
l

l (+EDTA) 1.0 × 10 (1.0 × 10 ) −20.80(4.20)
e3+(+EDTA) 1.0 × 10−5(1.0 × 10−4) −15.4(0.20)
u2+(+EDTA) 1.0 × 10−5(1.0 × 10−4) 10.36(4.58)

ndicated the high selectivity for the spectrophotometric deter-
ination of F−. Meanwhile, the color changes of the sensing

ystem towards these anions are shown in Fig. 5b. It can be
een that only F− induces the color change from red to yellow
hich indicates that the method can indeed serve as a selective
nd sensitive semi-quantitative indicator for F− by “naked-eye
etection”.

The effects of coexisting foreign ions including some anions
nd related metal ions on the determination of fluoride ion were

F
s
[

ig. 5. (a) Absorbance response of HC–Zr–EDTA system to various anions (Cl−, Br−,
n DMSO/water solution (3/7, v/v) at pH 4.40 (acetate buffer). [HC] = 1.0 × 10−5 mol/L
o various anions (1.0 × 10−4 mol/L) in DMSO/water solution (3/7, v/v) at pH 4.40 (a
eft to right (A to K): no anion (blank), Cl−, Br−, I−, F−, HS−, NO3

−, HCO3
−, HSO
3 (2007) 770–775

lso studied. The tolerated concentrations of these foreign ions
ausing a relative error less than ±10% are listed in Table 1.

From Table 1, we can see that the tested ions have little
nterference with the determination. The relatively high concen-
rations of tested anions that can be tolerated are explained by the
igh affinity and reacting specificity of fluoride with Zr–EDTA.
mong the tested metal cations including Li+, Na+, K+, Ca2+,
l3+, Mg2+, Ba2+, Cu2+, Pb2+, Cd2+, Hg2+, Fe3+, Zn2+, Mn2+,
l3+, Cu2+ and Fe3+, only Al3+, Cu2+ and Fe3+ appreciably

nterfered with the determination due to their competing com-
lexation for HC with Zr(IV) ion (data are not shown except
or Al3+, Cu2+ and Fe3+). However, it was found that further
ddition of EDTA masked these cations to some extent.
ig. 6. Calibration graphs for the determination of F− ion in DMSO/water
olution (3/7, v/v) at pH 4.40 (acetate buffer). [HC] = 1.0 × 10−5 mol/L;
Zr–EDTA] = 1.0 × 10−5 mol/L.

I−, HS−, F−, NO3
−, HCO3

−, HSO3
−, H2PO4

− and SCN−; 1.0 × 10−4 mol/L)
, [Zr–EDTA] = 1.0 × 10−5 mol/L. (b) Chromogenic response of HC–Zr–EDTA

cetate buffer). [HC] = 1.0 × 10−5 mol/L, [Zr–EDTA] = 1.0 × 10−5 mol/L. From

3
−, H2PO4

− and SCN−.
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Table 2
Analytical results of toothpaste samples

Samples Proposed method founda

(10−5 mol/L)
F−, added
(10−5 mol/L)

F−, found
(10−5 mol/L)

Average
recovey (%)

F− ISE method; founda

(10−5 mol/L)

1 1.05 ± 0.1 1.00 2.07 102.0 1.08 ± 0.1
2 1.16 ± 0.1 1.00 2.15 98.5 1.21 ± 0.1
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a The analytical samples of toothpaste were prepared by resolving 1.0 g toothp
ltering the solution to eliminate the solid residue, then further washing the soli
olume with distilled water to 100 mL. The above solution was further diluted b

ions. The results showed that the absorbance of HC–Zr–EDTA
t 513 nm decreased with the increment of F− concentra-
ion, changing from 0.43 in the absence of F− to 0.08 after
.0 × 10−3 mol/L F− treatment. That means the decrease of
he absorbance is over 4/5. The linear equation of calibra-
ion curve (Fig. 6) was �A = 0.41484 − 0.027 CF

−, with a
orrelation coefficient of 0.9993 (N = 12, S.D. = 0.0017) when

HC concentration of 1.0 × 10−5 mol/L used. The linear
ange of quantitative determination for F− was determined to
e 3.0 × 10−6 to 5.0 × 10−5 mol/L with a detection limit of
.8 × 10−6 mol/L.

In order to check the potential applicability, this method was
pplied to the quantitative determination of fluoride in commer-
ial toothpaste (Crest®, P&G, in Guangzhou, China). In our
xperiment, two commercial toothpaste samples were collected
nd treated to get the sample solutions according to the litera-
ure [18] (see footnote in Table 2), and then the sample solutions
ere diluted 50-fold for experimental uses. The determination

esults by this method and by the F− ion-selective electrode
ISE) method [19] are shown in Table 2. It is noticeable that the
etermination results by the proposed method are very close to
hose obtained by ISE method. All the results indicate that the
roposed method is sensitive and reliable.

. Conclusions

In summary, a novel colorimetric method for the deter-
ination of fluoride was developed based on the selective

igand-exchange between fluoride and a catechol-type hemi-
yanine dye. Besides its high sensitivity and specificity, the
emi-quantitative determination by “naked-eye detection” is
ossible. The selectivity, sensitivity, rapidity and simplicity of
he present method make it possible to use the probe as a novel
ensor material for the detection of F− ion by absorption spec-
rometry in aqueous solution.
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nto 50 mL distilled water and stiring for 2 h at 60 ◦C in a polypropylene breaker,
due with some distilled water, finally incorporating the filtrates and making the
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bstract

The use of phase sensitive alternating current polarography (ACP) for the evaluation of complex formation constants of systems where electrodic
dsorption is present has been proposed. The applicability of the technique implies the previous selection of the phase angle where contribution
f capacitive current is minimized. This is made using Multivariate Curve Resolution by Alternating Least Squares (MCR-ALS) in the analysis
f ACP measurements at different phase angles. The method is checked by the study of the complexation of Cd by polymethacrylic (PMA) and
olygalacturonic (PGA) acids, and the optimal phase angles have been ca. −10◦ for Cd–PMA and ca. −15◦ for Cd–PGA systems. The goodness

f phase sensitive ACP has been demonstrated comparing the determined complex formation constants with those obtained by reverse pulse
olarography, a technique that minimizes the electrode adsorption effects on the measured currents.

2007 Elsevier B.V. All rights reserved.

eywords: Phase sensitive alternating current polarography; Complex formation constants; Cadmium; Electrodic adsorption; Polymethacrylic acid; Polygalacturonic
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. Introduction

Voltammetric techniques have been widely used on the study
f the distribution of metal compounds in natural waters due
o their high sensitivity and to the dependence of the voltam-

etric signal on the nature of the different species involved. In
hese media, metal ions are found associated to different lig-
nds (simple monomeric ones, macromolecules, colloids, etc.)
orming complexes. Voltammetric techniques have been applied
uccessfully in the evaluation of complexation parameters using
ethodologies based on the postulation of a theoretical physic-

chemical model for both the electrodic reaction and the
omplexation process and its further analytical or numerical

esolution. The fitting of the parameters of that model to exper-
mental data provides information about metal complexation
n different kind of systems [1,2]. The applicability of mod-

∗ Corresponding author. Tel.: +34 93 402 15 45; fax: +34 93 402 12 33.
E-mail address: cristina.arino@ub.edu (C. Ariño).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.04.048
ls requires the fulfilment of the hypothesis assumed in their
ormulation. Among them, absence of adsorption phenomena is
typical assumption and it is of great relevance.

When adsorption of the ligand on the electrode (and some-
imes, induced adsorption of the metal ion) is not negligible, the

ajority of the models described in the literature are not suit-
ble. Their direct application to data obtained in the presence of
dsorption yield anomalous complexation constant values [3,4],
nd the larger it is the more erroneous the results. This is because
dsorption affects the electrode-solution interphase and, conse-
uently, the total currents and the potential shifts measured. To
void this problem, the use of reverse pulse polarography (RPP)
s recommended, since previous investigations have shown that,
lthough the potential values are affected by adsorption phenom-
na, the limiting current values are not influenced [5]. However,
his technique is not enough sensitive to be applied on the study

f metal complexation at concentration levels close to those in
atural media. By this reason, phase sensitive alternating current
olarography (ACP) appears as a reliable alternative to RPP for
olving the problem of lack of sensitivity but addressing properly
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ig. 1. AC polarograms measured at different phase angles of solutions contain
, (b) 1.5 × 10−4, (c) 3 × 10−4, (d) 7 × 10−4 and (e) 3 10−3 mol L−1.

dsorption effect. This is because ACP can discriminate between
he capacitive (or charging) (Ic) and the faradaic (If) currents if
easurements are made at the convenient phase angle relative to

he applied AC potential function [6–9]. However, the selection

f the proper phase angle to yield complete discrimination is not
trivial task [9].

In a previous work, an accurate method, based on the appli-
ation of Multivariate Curve Resolution with Alternating Least

s
p
r
a

−5 mol L−1 Cd(II) in 0.1 mol L−1 KNO3 at different PMA concentrations: (a)

quares (MCR-ALS) to series of AC polarograms measured
t different phase angles, has been proposed to establish the
hase angle where Ic is minimized [10]. With the aim to check
he applicability of the method for complexation studies of

ystems where adsorption on the electrode is present, a com-
arative study by RPP and ACP at different phase angles is
eported. In this study, Cd(II) has been chosen as metal ion,
nd polymethacrylic (PMA) and polygalacturonic (PGA) acids
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ig. 2. Pure voltammograms (second row) and evolution of capacitive and fara
f data matrices from 10−5 mol L−1 Cd(II)–3.0 × 10−4 mol L−1 PMA (a and b
f non-negativity for voltammograms and peak shape for the faradaic compone

s ligands, which have been considered because of their homo-
eneity and macromolecular characteristics. In addition, both
ystems have shown evidences to be adsorbed on a mercury elec-
rode [11,12]. Complexation constants have been determined by
pplication of the voltammetric model developed by de Jong et
l. for metal–macromolecular systems [13–15]. The goodness

f the phase sensitive ACP based method is checked by compar-
ng the results obtained with those by RPP that is a technique
ith adsorption-independent currents, and by DPP, a technique
reatly affected by adsorption processes on the electrode, or

a
T
c
c

able 1
hase angle values where capacitive and faradaic currents are minimized for Cd–PM
nd pH 6.5 (Cd–PMA) and 0.01 mol L−1 of KNO3 and pH 6.0 (Cd–PGA)

PMA] (mol L−1) [PGA] (mol L−1) ϕ (Ic min

– −9.6◦
.4 × 10−4 – −9.9◦
.0 × 10−4 – −9.7◦
.2 × 10−4 – −9.6◦
.0 × 10−3 – −11.2◦

0 −13.9◦
2.0 × 10−3 −14.1◦
4.0 × 10−3 −15.2◦
6.0 × 10−3 −15.1◦
urrents with phase angle (first row) obtained in the MCR-ALS decomposition
10−5 mol L−1 Cd(II)–2.0 × 10−3 mol L−1 PGA (c and d), using the constrains
he current. I represents capacitive component and II faradaic component.

y ACP at a phase angle of 45◦ where capacitive current is
resent.

It must be pointed out that direct application of this approach
s only valid for moderate adsorption, that is, when adsorption
nly affects capacitive currents and the non-faradaic contri-
ution of the adsorbed species predominates. In those cases

n approximation described previously must be applied [16].
hen, the current measured at the selected phase angle must be
orrected by a contribution due to the reduction of the metal
ontained on the adsorption layer.

A and Cd–PGA systems at: 10−5 mol L−1 of Cd(II) and 0.1 mol L−1 of KNO3

imum) ϕ (If minimum) Lack of fit (%)

−58.8◦ 0.1
−69.6◦ 0.5
−72.9◦ 0.1
−76.8◦ 0.1
−81.3◦ 0.7
−64.9◦ 0.3
−66.8◦ 0.7
−60.9◦ 1.1
−66.0◦ 0.8
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. Selection of the optimal phase angle by MCR-ALS

Theoretically, in ACP the capacitive current (Ic) is 90◦ out of
hase respect to the applied AC potential, whereas the faradaic
urrent (If) is usually 45◦ (or less) out of phase [6–9]. Then,
n principle complete discrimination of If against Ic should be
ossible measuring currents either in phase with the applied
C potential or at 180◦ out of phase. However, the selection
f this angle is not so clear, as Smith discussed in detail [9],
ecause the capacitive current is not the same in the presence
hat in the absence of faradaic processes. This is the reason why
method based on MCR-ALS analysis was recently proposed

10]. MCR-ALS can discriminate between different contribu-
ions that independently affect to the signals, in this case, If and
c. This method implies the construction of a data matrix (I) from
C polarograms measured at different angles, and its mathemat-

cal decomposition in a product of two abstract matrices, ϑ and
, that explain the variation of the two current components (If

nd Ic) with phase angle and potential, respectively. The analysis
f ϑ allows to deduce the angle at which charging current is min-
mized; so, in principle, it is possible to obtain signals without
he Ic contribution, thus minimizing the influence of electrodic
dsorption, useful for the evaluation of complexation parame-
ers. A more detailed description of the procedure can be found
n [10].

. Experimental

.1. Chemicals and instrumentation

Polymethacrylic acid was provided by BDH, with an average
olecular mass of 26,000 g mol−1. Polygalacturonic acid from

range was provided by Sigma with an average molecular mass
f 21,000 g mol−1. PMA and PGA stock solutions of ca. 0.1 and
.01 mol L−1, respectively (in monomeric units) were prepared
y dilution, and the total number of carboxylic groups was deter-
ined by conductometric acid–base titration. Both solutions
ere stored in the dark at 4 ◦C to prevent decomposition.
All other reagents were analytical-reagent grade from Merck.

d(II) stock solution was prepared from Cd(NO3)2·4H2O and
tandardised complexometrically. KNO3 was used as supporting
lectrolyte, and HNO3 and KOH were used for partial neutral-
zation or in conductometric titrations.

Polarographic measurements were performed in a Metrohm-
57 VA Computrace attached to a personal computer with data
cquisition software also from Metrohm. The working, ref-
rence and auxiliary electrodes were a static mercury drop
lectrode (SMDE) with a drop area of 0.6 mm2, an Ag/AgCl,
Cl (3 mol L−1) and a glassy carbon, respectively, all of them

rom Metrohm. Double distilled Hg is used. The quality of Hg
s of great importance in ACP measurements, because small
mounts of impurities greatly affect the double layer capacity.

Unless otherwise indicated, instrumental parameters were

rop time of 1 s and scan rate of 0.005 V s−1 for both ACP and
PP; pulse amplitude of 4 or 10 mV, modulation time of 0.1 s
nd frequency of the sinusoidal applied potential of 50 Hz in
CP; and pulse time of 0.04 s in RPP.

p
a

ig. 3. AC polarograms at −10◦ (a) and at 45◦ (b) and RP polarograms (c) mea-
ured during the titration of 10−5 mol L−1 Cd(II) solution with 5 × 10−2 mol L−1

MA at pH 6.5 in 0.1 mol L−1 KNO3.

pH measurements were made with an Orion SA 720 pH-
eter, and conductometric titrations of PMA and PGA solutions
ere carried out with an Orion 120 Conductometer coupled to
Metrohm 665 Dosimat.

.2. Phase angle selection
Measurements were carefully planned to have a detailed
icture of the behaviour at different phase angles and
t different extensions of the cadmium complexation pro-
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ess. Aliquots containing 10−5 mol L−1 Cd(II), 0.1 or
.01 mol L−1 KNO3, and different concentrations of deproto-
ated groups of PMA or PGA were placed in the voltammetric
ell, and deaerated with N2 for 20 min. Then, successive
hase sensitive AC polarograms were measured at differ-
nt phase angle from −180◦ to 180◦ (36 angles in steps of
0◦).

.3. Voltammetric titrations

Twenty five milliliters of a 10−5 mol L−1 Cd(II) solution were
laced in the voltammetric cell at fix ionic strength (KNO3) and
H (6.5 for PMA and 6 for PGA), and deaerated with pure N2 for
0 min. Then, RP and AC polarograms were recorded to obtain
oth the limiting (Ilim) and peak (Ip) current values in the absence
f ligand. Further, successive additions of a 5 × 10−2 mol L−1

MA or 5 × 10−3 mol L−1 PGA solution were made, making
ure that an excess of ligand was present, as compared to the
etal concentration. This is a condition for the proper applica-

ion of the voltammetric model by de Jong et al. [13–15]. After
ach addition, RP and AC polarograms were recorded to obtain
lim and Ip values in the presence of ligand. For the Cd–PGA sys-
em, DP polarograms have been also carried out in each addition,
nd the peak current values also acquired.

Since the complexation constants of PMA and PGA are espe-
ially sensitive to the counterion concentration [17] and the pH
alue [18], all the experiments have been performed at constant
+ concentration and controlled pH.

.4. Data treatment

AC polarograms were smoothed and converted into data
atrices using home-made programs implemented in MATLAB

19]. MCR-ALS analysis of data was carried out and optimal
hase angle was evaluated through several home-made programs
lso implemented in MATLAB.

In the case of the Cd–PMA and Cd–PGA voltammetric titra-

ions by RPP, ACP, and/or DPP, polarograms were also smoothed
nd current values measured by means of home-made programs
mplemented in MATLAB. The non-linear regression data anal-
sis program Tablecurve 2D [20] was used to fit the experimental
esults to the equations of the model [13–15], which allows the
valuation of the complexation parameters.

c
s
s
p
F
a

able 2
omplexation parameters of Cd–PMA and Cd–PGA systems determined by RPP, AC

ystem Technique log K

d–PMA
μ = 0.1 mol L−1,
H
.5)

RPP 4.23 ± 0.03
ACP-10◦ 4.19 ± 0.04
ACP 45◦ 4.48 ± 0.03

d–PGA
μ = 0.01 mol L−1,
H
.0)

RPP 4.38 ± 0.02
ACP-15◦ 4.35 ± 0.03
DPP 4.18 ± 0.02

a For Cd–PMA system, fixed ε value of 0.069.
b For Cd–PGA system, fixed ε value of 0.081.
ig. 4. Φ vs. c∗
L plots for RPP (�) and AC (�) titrations of 10−5 mol L−1 Cd(II)

ith 5 × 10−2 mol L−1 PMA at pH 6.5 in 0.1 mol L−1 KNO3.

. Results and discussion

.1. Phase angle selection

Fig. 1 shows, as an example, the experimental polarograms
btained at different phase angles of solutions with different
d:PMA ratios. These experimental polarograms are compara-
le to those obtained for the Cd–PGA system. Data matrices
learly illustrate that, independently of the ligand concentra-
ion, the total current has a sinusoidal variation with the phase
ngle. These figures show that Cd(II) reduction peaks appear
uperimposed to the baseline and, as expected for a labile and
acromolecular complex, when ligand concentration increases,

eak current decreases while peak potential moves to more neg-
tive values.

Previous to the application of MCR-ALS to experimental
ata in Fig. 1, Singular Value Decomposition (SVD) [10] of
hose matrices shows that two components are responsible of
he current variations with phase angle, independently from the
tudied system; these components are If and Ic. MCR-ALS yields
he pure polarograms (matrix V), corresponding to faradaic and
apacitive currents, and also the dependence of these currents
ith phase angle (matrix ϑ). Fig. 2 shows, as an example, the

esults obtained in the MCR-ALS treatment of data matrices
orresponding to two cases of Cd(II)–PMA and Cd(II)–PGA
olutions. Unitary voltammograms (second row in Fig. 2 also

how the characteristic shape for the faradaic Cd(II) reduction
eak (signal II) and for the capacitive baseline current (signal I).
rom ϑ matrices, the phase angle values where Ic are minimized
re evaluated, and the values obtained are shown in Table 1.

P and DPP

ε log K at a fixed ε value

0.069 ± 0.006 4.22 ± 0.03a

0.069 ± 0.007 4.22 ± 0.04a

0.054 ± 0.006 4.59 ± 0.07a

0.079 ± 0.009 4.38 ± 0.02b

0.10 ± 0.01 4.31 ± 0.02b

0.066 ± 0.008 4.21 ± 0.01b



A.M. Garrigosa et al. / Talan

Fig. 5. AC polarograms at −15◦ (a), DP (b) and RP polarograms (c) measured
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plexation constants shown in Table 2, where a good agreement
uring the titration of 10−5 mol L−1 Cd(II) solution with 5 × 10−3 mol L−1 PGA
t pH 6 in 0.01 mol L−1 KNO3.

hase angles of −10◦ for the Cd–PMA system and of −15◦ for
he Cd–PGA system seem to be the most convenient to measure
urrents free of capacitive contribution and consequently the
ore convenient to evaluate complexation constants through this

echnique. The lack of fit (LOF) of this treatment is between 0.2
nd 1% in all the cases, showing the goodness of the fitting. The
ifference with the theoretically expected value of 0◦ is due to

he influence that faradaic processes and instrumentation have
n the double layer capacity, as it has been already explained in
revious works [9,10].

b
A
s

ta 73 (2007) 776–782 781

.2. Evaluation of stability constants

.2.1. The Cd–PMA system
To validate the goodness of measurements by ACP at the

hase angle of −10◦ for the determination of complexation
arameters, voltammetric titrations by this technique (ACP at
10◦) have been made. These results have been compared with

hose obtained by RPP (a technique where currents are not
ffected by adsorption, as mentioned above) and with those
btained by ACP at 45◦, an angle where the total current has both
aradaic and capacitive contributions (Fig. 3). If AC(−10◦) and
C(45◦) polarograms are compared (Fig. 3a and b), an impor-

ant contribution of residual current is observed on polarograms
easured at 45◦, that is basically capacitive. In all cases, the

abile and macromolecular character of the formed complexes
roduces limiting or peak current decreases and peak or half-
ave potential shifts to more negative potentials (respect to the

eduction of metal ion alone) when PMA concentration increases
2,13–15].

As it has been mentioned above, the model of de Jong et
l. [13–15] is the most convenient for the study of these com-
lex systems. According to this model, the normalized current
, defined as Φ = I/I0, where I and I0 are the limiting or peak

urrents measured in the presence and in the absence of lig-
nd, respectively, and related to the formation constant of the
omplex, K, through [13–15]:

= (1 + εKc∗
L)1/2

(1 + Kc∗
L)1/2 (1)

here ε is the ratio between DML and DM (diffusion coeffi-
ients of the complex and the metal ion, respectively) and c∗

L is
he bulk ligand concentration of the binding groups (carboxy-
ate). Fig. 4 shows the Φ versus c∗

L plots obtained by RPP and
CP at −10◦. The complexation parameters obtained from the
tting of the parameters of Eq. (1) to the experimental data are
hown in Table 2, showing a good agreement between log K
alues obtained from RPP and ACP at −10◦. As expected,
he log K value obtained from AC at 45◦ is different of those
btained by ACP(−10◦) and RPP, because of the influence of
dsorption on current values [3,4]. This fact corroborates that,
n systems with moderate adsorption processes on the electrode
urface, measurements by ACP at an angle where current is free
rom the influence of capacitive current are a good alternative
o RPP.

.2.2. The Cd–PGA system
A similar study has been made with the Cd–PGA system,

ut including DPP measurements. Fig. 5 shows polarograms
btained in ACP(−15◦), RPP and DPP titrations. Again, all
he polarograms present the expected behaviour for labile and

acromolecular complexation. The application of the de Jong
t al. [13–15] model to the experimental data yields the com-
etween values obtained by RPP and ACP(−15◦) is observed.
s expected, the complexation constant value obtained by DPP

uffers of some deviation because DPP is affected by adsorp-
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ion, thus corroborating the goodness of AC, at the angle where
apacitive current is minimized, in this kind of studies.

Concerning to ε values, they are similar with each other and
uite reasonable taking into account the molecular weight of the
igands. Anyway, if an ε value is fixed during the fitting of Eq.
1), the resulting log K values are still closer to each other, except
or measurements by ACP(45◦) and DPP, which maintain their
ifferences as a consequence of adsorption (Table 2).

. Conclusions

The use of the chemometric method MCR-ALS allows us to
iscriminate between the capacitive (Ic) and the faradaic con-
ribution (If) of the ACP current through the accurate selection
f the phase angle where Ic is minimized. For Cd–PMA and
d–PGA systems, the optimal phase angle is between −10◦ and
15◦, and the goodness of the method has been demonstrated

hrough the comparative study of both systems by RPP and ACP
t −10◦/−15◦. The formation constant (K) determined by ACP
t −10◦ in the presence of moderate adsorption is comparable
o the one obtained by RPP (reference technique) in both sys-
ems. In addition, the log K values measured in conditions with
dsorption influence are significatively different, and therefore
onfirming phase sensitive ACP as a convenient technique in
he determination of complexation constants if measurements
re made at the phase angle where capacitive contribution is
inimized.
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bstract

Near-infrared imaging systems simultaneously record spectral and spatial information. Each measurement generates a data cube containing
everal thousand spectra. Chemometric methods are therefore required to extract qualitative and quantitative information. The aim of this study
as to determine the feasibility of quantifying active pharmaceutical ingredient (API) and excipient content in pharmaceutical formulations using
yperspectral imaging.

Two kinds of tablets with a range of API content were analysed: a binary mixture of API and cellulose, and a pharmaceutical formulation
ith seven different compounds. Two pixel sizes, 10 �m/pixel and 40 �m/pixel, were compared, together with two types of spectral pretreatment:

tandard normal variate (SNV) normalization and Savitzky–Golay smoothing. Two methods of extracting concentrations were compared: the partial
east squares 2 (PLS2) algorithm, which predicts the content of several compounds simultaneously, and the multivariate classical least squares
CLS) algorithm based on pure compound reference spectra without calibration.
Best content predictions were achieved using 40 �m/pixel resolution and the PLS2 method with SNV normalized spectra. However, the CLS
ethod extracted distribution maps with higher contrast and was less sensitive to noisy spectra and outliers; its API predictions were also highly

orrelated to real content, indicating the feasibility of predicting API content using hyperspectral imaging without calibration.
2007 Elsevier B.V. All rights reserved.

aging

C
c
c

e
Q
c
d
n
t
s

eywords: Active pharmaceutical ingredient; Content uniformity; Chemical im
quares; Process analytical technology

. Introduction

Since 2002, the Food and Drug Administration’s process
nalytical technology initiative has promoted the integration
hroughout the manufacturing process of tools and techniques
hat ensure final product quality [1]. Near-infrared (NIR) spec-
roscopy is a prime example [2,3]. Focal plane array (FPA)
etectors that can acquire multiple spatially located NIR spec-
ra simultaneously have recently been developed to visualize
ompound distribution. They are combined with tunable fil-
ers [4] for wavelength selection and microscopes with different

bjectives for varying spatial resolution and scanning area. The
ombination of spectroscopy for compound characterization and
maging for spatial localization in NIR-chemical imaging (NIR-

∗ Corresponding author.
E-mail address: christelle.gendrin@roche.com (C. Gendrin).

l
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p
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s
c

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.04.054
; Excipient; Near infrared spectroscopy; Quantification; Classical/Partial least

I) [5] has had pharmaceutical applications such as mapping
ompound distribution [6–9] to test for homogeneity or to detect
ounterfeits.

NIR-CI generates data cubes that require chemometric to
xtract the relevant qualitative and quantitative information.
ualitative analyses of NIR hyperspectral images in pharma-

eutical applications [10,11] have mainly addressed compound
istribution and sample homogeneity. This information could
ot be extracted by classical NIR spectroscopy because the quan-
ification is performed on the integration of a signal over the
ample surface and the spatial information is lost. Neverthe-
ess, quantification is also of interest. The main advantage of
IR imaging is that the analysis of a large area of the sam-
le is possible. The aim is to obtain statistical and quantitative

arameters describing the hypercube for further comparisons.
or quantification classical partial least squares (PLS) regres-
ion has been used to predict the concentration [12,13] of several
ompounds simultaneously in binary and ternary mixtures with
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ood results. However, PLS requires a several-sample set dis-
ributed along a full concentration range to build a model for new
redictions. Since such sets are often unavailable in real phar-
aceutical applications at an early formulation development,

ther content prediction strategies are needed. The multivariate
lassical least squares (CLS) algorithm appears an appropriate
hoice given its ability to extract concentration using reference
pectra only. CLS is a fitting method based on the minimizing
f the sum of the squared residuals [14]. It has been success-
ully used for extracting quantitative information in infrared
pectroscopy [15,16] or plasma atomic emission spectroscopy
17].

We compared PLS with at least two response variables
PLS2) and the CLS algorithm in predicting active pharmaceuti-
al ingredient (API) and excipient content by NIR hyperspectral
maging in two kinds of pharmaceutical samples: simple binary

ixtures of API and cellulose, and 7-compound mixtures resem-
ling an actual pharmaceutical formulation. We also compared
wo kinds of objectives and two pretreatments to define a phar-
aceutical product quantification strategy using hyperspectral

maging with and without calibration.

. Method

.1. Experimental tablets

API content in the binary mixtures (API1) ranged from 0 to
00% (w/w) in 10% increments. All tablets were compressed
anually in duplicate. Their characteristics are: a diameter of

2 mm and a height about 1 mm. They also feature a flat surface.
ach was scanned on each surface, generating four data cubes
er concentration (total: 44).

The 7-compound pharmaceutical mixtures contained API
denoted API2: 3%), cellulose (50%), lactose (45.4%), talc
0.9%), magnesium stearate (0.4%), and two coloring agents
0.2%, 0.1%). As the emphases is on API content, the
ange was constructed by varying API2 content from 0 to
0% in 1% increments. Concentrations of minor excipients
the last four compounds) were fixed. Cellulose and lactose
oncentrations were adjusted proportionally. Table 1 shows
he concentration of the different components used for the
ablets.

Tablets were compressed in a rotary press in the develop-
ent department to mimic the manufacturing process. Batches

f about 500 tablets were produced. The characteristics of the

ablets were: 8 mm of diameter, 2.2 mm of thickness, and a
eight of 200 mg. The tablets were flat except at the border
hich was beveled. Four tablets were measured once each per

oncentration (total: 44).

h
f
w
s

able 1
oncentrations (units: %) used to produce the 7-compound pharmaceutical mixtures

PI2 0 1 2 3 4

ellulose 51.5 51 50.5 50 49.5
actose 46.9 46.4 45.9 45.4 44.9
emain compounds 1.6 1.6 1.6 1.6 1.6
73 (2007) 733–741

.2. NIR measurement

An NIR imaging system (Sapphire; Malvern,
ww.malvern.com) incorporating a liquid crystal tunable
lter was used over the range 1100–2440 nm coupled to a
56 × 320 pixel FPA allowing the simultaneous acquisition of
1920 spectra. Objectives of approximately 10 and 40 �m/pixel
ere used to give scanning areas of 2.4 mm × 3 mm and
0 mm × 12.5 mm, respectively. Samples were scanned with a
pectral increment of 10 nm and each channel was scanned 10
imes.

.3. Software

SaphireGo® (Malvern) software was used for data
cquisition, ISys® (Malvern) for preprocessing and pre-
iminary data investigation, and Matlab® (The Math-

orks, www.mathworks.com) and PLS Toolbox (Eigenvector
esearch, www.eigenvector.com) for multivariate analysis.

.4. Data cube pretreatments

After removing wrong pixels by applying a 3 × 3 median
lter, spectra were converted to absorbance spectra and
ormalized using the standard normal variate (SNV). At
0 �m/pixel resolution, samples did not cover the whole field
f view. Spectra outside the sample surface were removed by
asking.
Noisy channels were removed and spectra reduced to the

pectral range [1320–2200 nm]. Spectra derivatives were com-
uted using Savitzky–Golay (SG) filters. Derivative parameters
ere chosen by applying PLS2 regression with different con-
gurations, i.e. different derivative, filter sizes and polynomial
rder. The parameters showing the best correlation results for
inary mixtures were the first derivative with a nine-point win-
ow and polynomial order 3. With the pharmaceutical tablets it
as the second derivative, and identical other parameters, i.e. 9

nd 3. These parameters were then chosen to compare the PLS2
nd CLS algorithms.

.5. PLS2 regression

PLS2 regression is a common multivariate method used for
uantification in NIR spectroscopy [14]. In our study, it was
alculated using the mean spectra of each data cube. We thus

ad 44 mean spectra (four sets of 11 concentrations) available
or computing the PLS2 model; cross-validation was performed
ith 22 spectra for calibration and validation with the other 22

pectra. The binary mixture model was computed using two

5 6 7 8 9 10

49 48.5 48 47.5 47 46.5
44.4 43.9 43.4 42.9 42.4 41.9

1.6 1.6 1.6 1.6 1.6 1.6
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tion ranges used (increments of 10 and 1%, respectively) and
the number of compounds in the formulation. Concentration
estimates were therefore judged to be more accurate in binary
mixtures.
C. Gendrin et al. / Ta

actors and the pharmaceutical tablet model with three factors.
PI and excipient concentrations were predicted using the PLS2
odel in each pixel, i.e. in each spectra, of the data cubes. The

ontent of the entire tablet was calculated by averaging those
ixel predictions.

.6. CLS

Multivariate analysis was chosen for its ability to extract
hemical distribution maps from whole wavelengths. After the
ata cube (x*y*λ*) was unfolded into a two-dimensional matrix
= ((x*y)*λ), matrix X was decomposed into the product of two
atrices, C and ST: X = CST + E, where E is the error matrix.
he rows in ST contained the pure compound signals, and the
olumns in C their related concentration profiles or unfolded dis-
ribution map. The relative concentration matrix C was extracted
sing CLS. This method consists in minimizing the error sum
f squares ||X = CST||. C was estimated by the pseudo–inverse
= XS(StS)−1.
The concentration of compound j was calculated as follows:

j = 100 ×
∑

iCi,j∑
i,jCi,j

.7. Statistical indicators

Four predicted concentrations were collected with both algo-
ithms at each actual concentration. Methods were compared
sing linear regression. Accuracy of prediction was evaluated
y slope, intercept, correlation coefficient of the linear regres-
ion and an additional measure of model error: the root mean
quare error of prediction (RMSEP), calculated as follows:

MSEP =
√∑n

i=1(Ĉi − Ci)
2

n − 1

here Ĉ is the estimated concentration, C the real concentration,
nd n the total sample number (n = 44).

. Results and discussion

.1. Reference spectra

.1.1. Binary mixtures
The NIR normalized (SNV) reference spectra (Fig. 1) showed

wo main peaks for API1 at 1670 nm and 1720 nm due to C–H
rst overtone. Both were sharper than the three broad cellu-

ose peaks at [1400–1600 nm] due to O–H first overtone, and
t [1870–1990] nm and [1990–2210] nm due to O–H combina-
ions. Spectral features appeared to differ sufficiently between
he two compounds to permit accurate prediction.
.1.2. Pharmaceutical tablets
Normalized (SNV) reference spectra for the three main

ompounds (Fig. 2) showed sharp but more numerous API2

F
n

ig. 1. Binary mixtures: markedly distinct normalized reference spectra for
ellulose and API1 after standard normal variate pretreatment.

eaks between 1600 and 1780 nm due to C–H first over-
one, with an additional peak at 2140 nm (N–H combinations).
actose peaks were located at nearly the same wavelengths
s those of cellulose. Since API2 peaks did not overlap
ith excipient peaks, separation appeared feasible. However,
iscrimination between lactose and cellulose appeared more
ifficult.

.2. Mean spectra

Data cube mean spectra of the eleven different concentra-
ions showed clear spectral variation with API1 concentration
n the binary mixtures (Fig. 3, arrowed), with finer varia-
ion around 1650 and 2140 nm (the location of the API2
eaks) in the pharmaceutical tablets (Fig. 4). The differences
n spectral variation clearly reflected the different concentra-
ig. 2. Pharmaceutical tablets: normalized reference spectra (after standard
ormal variate pretreatment) of API2, cellulose and lactose.
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ig. 3. Binary mixtures: normalized mean data cube spectra across the API1

oncentration range demonstrate marked concentration-dependent variation
arrow).

.3. Concentration predictions

.3.1. Results

.3.1.1. Binary mixtures. Both pretreatments and both algo-
ithms proved highly accurate (Table 2), with correlations >0.99
nd slopes >0.93. However, accuracy was greater with PLS2.
se of the 40 �m/pixel objective improved the statistical indi-

ators whereas derivative pretreatment slightly decreased them:
ith both methods linearity was poorer with normalized spectra

ollowed by derivative pretreatment than with normalized spec-
ra only. Linear regression of API1 content with PLS2 and CLS
sing both objectives and SNV pretreatment only is shown in
ig. 5.

.3.1.2. Pharmaceutical tablets. With the PLS2 algorithm,

ormalized-only absorbance spectra gave more accurate results
han derivative spectra as shown by slope, correlation coeffi-
ient and RMSEP. Predictions were reliable for both API2 and
xcipients (Table 3).

ig. 4. Pharmaceutical tablets: normalized mean data cube spectra across the
PI2 concentration range demonstrate minor concentration-dependent variation

circles).
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With the CLS algorithm, the derivative clearly enhanced the
ccuracy of API2 prediction. With the normalized absorbance
pectra, slopes were only 0.618 with the 10 �m/pixel objec-
ive and 0.439 with the 40 �m/pixel objective, while RMSEP
alues exceeded 2%. With the second derivative, API2 predic-
ions were as accurate as with PLS2 (correlations > 0.995 and
MSEP ≈ 0.4%). Excipient predictions were poorer, with low
orrelations (<0.6), adverse linear statistical indicators (slopes
nd intercepts far from 0 and 1, respectively), and high RMSEP
alues (some exceeding 10%), indicating that predictions of lac-
ose and cellulose content using CLS are unreliable. As with the
inary mixtures, use of the 40 �m/pixel objective enhanced the
ccuracy of both methods (Fig. 6).

.3.2. Discussion

.3.2.1. Pretreatments. When PLS2 was used, statistical results
ere slightly poorer with the derivative, possibly due to spectral
oise.

Use of the derivative with CLS gave slightly poorer results
ith binary mixtures and significantly improved those with
harmaceutical tablets versus normalized-only spectra. Because
pectral features differed so strikingly in binary mixtures, con-
ent could be extracted simply from the absorbance spectra, and
he algorithm achieved greater accuracy. Pharmaceutical tablets,
n the other hand, contained more compounds, resulting in spec-
ral overlap, especially between cellulose and lactose (Fig. 2),
ith the result that the derivative enhanced spectral variation

nd concentrations were more readily extracted using the CLS
lgorithm.

.3.2.2. Objectives. Imaging experiments involve a choice
etween small pixel size for detecting finer particles and
arge pixel size for scanning a larger and more representative
ample area. Having both high spatial resolution and reli-
ble quantification would be of interest in case of micronized
owders.

For binary mixtures, the content predictions were of the same
ccuracy with both objectives. For the 7 compounds pharmaceu-
ical tablets, the results showed that content predictions were

ore accurate with the 40 �m/pixel objective. Noticeably, the
istribution of API2 predictions in pharmaceutical tablets using
LS or PLS2, the second derivative and the 10 �m/pixel objec-

ive showed larger error bars with the 5 and 8% tablets than at
ther contents (Fig. 6a and b) compared to similar error bars
t all contents with the 40 �m/pixel objective (Fig. 6c and d).
his is an indication of inhomogeneity. Effectively, if agglom-
rates are present on the sample surface and are scanned under
he 10 �m/pixel objective this could produce overestimated or
nderestimated concentrations, hence a larger min–max range.
ndeed, when considering API2 distributions maps with 5% API
Fig. 7), agglomerates are revealed, which support the hypothe-
is of inhomogeneity.

Those results with binary mixtures and 7 compounds phar-

aceutical tablets lead to the conclusion that the 40 �m/pixel

bjective which scans a larger surface is more accurate for con-
ent uniformity. Nevertheless, when the sample is homogeneous
he 10 �m/pixel objective can give also reliable concentration.
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Fig. 5. Binary mixtures: prediction using PLS2 (a and c) and CLS (b and d) on normalized spectra, showing satisfactory results with both algorithms and objectives,
although regression linearity is slightly better with the 40 �m/pixel objective. Points: mean predicted value; error bars: min–max concentration range.

Table 2
Prediction of API1 and cellulose content in binary mixtures (units: %)

Best predictions (shaded) were achieved with the 40 �m/pixel objective and SNV pretreatment only. CLS and PLS2 predictions were similar. With the CLS algorithm,
cellulose parameters (except intercept) were identical to those of the API due to complementarity of the calculated concentrations.
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Table 3
Prediction of API2, cellulose and lactose content in pharmaceutical tablets (units: %)

Best predictions (shaded) were achieved using the 40 �m/pixel objective and SNV pretreatment only with PLS2, followed by derivatized spectra with CLS. API
predictions with CLS approximated to those with PLS2 but cellulose and lactose contents were unreliable.

Fig. 6. Pharmaceutical tablets: prediction using PLS2 on normalized spectra (a and c) and CLS on normalized and second derivative (SG 9/3) spectra (b and d),
showing better results and regression linearity with the 40 �m/pixel objective. Points: mean predicted value; error bars: min–max concentration range.
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Fig. 7. Pharmaceutical tablet, 5% active pharmaceutical ingredient (API2),
40 �m/pixel objective: API2 distribution map extracted using classical least
s
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quares from second derivative spectra. The API2 spot on the tablet surface
ndicates a homogeneity problem. White/black pixels: high/low API2 concen-
ration.

he choice of the field of view depends both of the sample size
ut also of its particle sizes.

.3.2.3. PLS2 versus CLS. PLS2 has proven a reliable quan-

ification method with NIR spectroscopy. In this study, it was
oth faster and more accurate. However a disadvantage is that
whole concentration range must first be run to calibrate the
LS2 model for future predictions.

t
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ig. 8. Pharmaceutical tablet, 7% API2, 40 �m/pixel objective: distribution maps of A
s present over all the tablet surface. In the PLS2 regression outlier spectra are present
sing CLS. PLS2 also gives some negative API2 prediction values. White/black pixe
73 (2007) 733–741 739

Fig. 8 shows the distributions of the predicted concentrations
or PLS2 (top) and CLS (bottom) algorithms for the main com-
ounds (left: API, middle: cellulose, right: lactose). The color
cale links a gray level in the image to a predicted concentration,
inearly from black which corresponds to a low concentration
o white which corresponds to a high concentration. The maps
xtracted with PLS2 did not feature cellulose or lactose, and
ontrast was low (Fig. 8a, middle and right). Higher values were
ocated at the tablet edge, where spectra are noisier because of
hysical distortions and can be considered as outliers, leading to
naccurate concentration calculations. Moreover, negative API
oncentrations were predicted (cf. color scheme of Fig. 8a, left).
ther PLS2 predictions were tried by selecting a 140 × 140 pixel

quare in mid-tablet, thus avoiding the incorporation of outlier
pectra in the model and predictions, but the predictions were
ot significantly more accurate and distribution maps remained
he same (i.e. no distribution of particles could have been
rawn).

CLS, on the other hand, accurately predicted API in both
ypes of sample. Its advantage is that it requires only the refer-
nce spectra of the pure compounds, as is often the case with
harmaceutical samples. This results in accurate API content
rediction without the need for calibration. Excipient prediction
as less accurate than with PLS2 but tended to increase with
erivative spectra, giving an approximation of relative content.
oor prediction of cellulose and lactose was caused by the nar-
ow real content range (cellulose: 52–46%; lactose: 47–42%)
nd the similarities in spectral features [14]. Another explana-

ion for the difference between real and predicted concentrations
as the presence of minor compounds not taken into account in

ontent computation because of their low levels. Maps of excip-
ent (and API2) distribution extracted by CLS showed apparent

PI2 (left), cellulose (middle), lactose (right) using PLS2 (a) and CLS (b). API2

on the tablet border in the cellulose and lactose maps, which are better extracted
ls: high/low API2 concentration.
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ig. 9. Images at specific wavelengths showing the same distributions of cellul
istribution maps. White/black pixels: high/low signal intensity.

omogeneity in the pharmaceutical tablet containing 7% API
Fig. 8b). Cellulose and lactose particles agglomerated but API
articles were present all over the sample surface.

The distribution maps extracted by CLS were validated
gainst images at specific wavelengths: 2000 nm, specific for
ellulose (Fig. 9a), and 1900 nm, specific for lactose (Fig. 9b).
imilarity between CLS and specific wavelength distribution
aps indicates reliable extraction by CLS. Where the three dis-

ribution maps were available, surface distributions could be

hown in a single image (Fig. 10).

PLS and CLS provide accurate predictions of API content.
owever, distribution maps provided by CLS are more inter-
retable for the analyst.

ig. 10. Tablet reconstruction. White (green in color image): cellulose; black
blue in color image): lactose; grey (red in color image): active pharmaceutical
ngredient.
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nd lactose as in Fig. 8b, proving that classical least squares can extract correct

. Conclusions

In this study comparing PLS2 and CLS for predicting API and
xcipient content in binary mixtures and pharmaceutical tablets,
LS2 proved more accurate, but CLS also provided reliable pre-
ictions of API. Noise worsened prediction with PLS2 when
sing derivative spectra with both types of sample. However, the
erivative procedure increased the accuracy of CLS predictions
n samples comprising more than two compounds with overlap-
ing spectral features. The 40 �m/pixel objective scanned the
hole sample area, i.e. a more representative surface, giving bet-

er prediction results. However, the 10 �m/pixel objective can
lso give good predictions for homogeneous batches and thus
rovide both high spatial resolution and reliable API concentra-
ion.

The study message is that testing API for content uniformity
n pharmaceutical samples using NIR imaging based simply on
nowledge of the reference spectra is feasible. One outlook of
his work would be to test algorithms which use both reference
pectra and positivity constraints in order to avoid predictions
f negative concentrations and therefore improving the accuracy
f the results.
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bstract

A new spectrofluorimetric method to determine epristeride (EP) has been developed, which based on the EP has a strong ability to quench
he intrinsic fluorescence of bovine serum albumin (BSA). There was the relationship between the fluorescence quenching intensity of BSA

�F = FBSA − FBSA–EP) and the concentration EP. The quenching mechanism was investigated with the quenching type, the association constants,
he number of binding sites and basic thermodynamic parameters. The method had been successfully applied to the analysis of EP in real samples
nd the obtained results were in good agreement with the results of official method-HPLC.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The transport of drugs in vertebrates is usually shoul-
ered by serum albumins. Drugs interactions at protein binding
evel would significantly affect the apparent distribution vol-
me of the drugs and also affect the elimination rate of
rugs. Therefore, investigating the interaction of drugs and
erum albumins was significant for knowing the transport and
istribution of drugs in body, and for clarifying the action mech-
nism and pharmaceutical dynamics. For example, Huang et
l. studied the interaction of streptomycin sulfate and BSA
sing flow-injection analysis [1]. Kamat examined the inter-
ction between fluoroquinolones and bovine serum album [2].
andagal et al. had investigated the binding mechanism of

n anticancer drug with human serum albumin [3]. Wei et
l. studied the association behaviors between biliverdin and
ovine serum albumin by fluorescence spectroscopy [4]. The

ransport of drugs in vertebrates was usually shouldered by
erum albumins. Drugs interactions at protein binding level
ould significantly affect the apparent distribution volume of

∗ Corresponding author. Tel.: +86 514 7975244; fax: +86 514 7975244.
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he drugs and also affect the elimination rate of drugs. There-
ore, the interaction of drugs and serum albumins was significant
or knowing the transport and distribution of drugs in body,
nd for clarifying the action mechanism and pharmaceutical
ynamics [1–4].Epristeride [17 �-(N-tert-butyl carboxamido)-
ndrost-3,5-diene-3-carboxylic acid], a 5�-reductase inhibitor,
an decrease prostate size and improve symptoms in men with
enign prostatic hyperplasia (Fig. 1) [5–7]. Many researches
ndicated that the mechanism of action of EP was to inhibit
he conversion of testosterone to dihydrotestosterone in the
rostate by forming a three-component complex with 5�-
eductase and NADP+, so plasma dihydrotestosterone level is
ecreased and prostatic hyperplasia is inhibited [5,7,8,6,9,10].
aper [11] determined EP in serum with high performance liq-
id chromatography. But until now there were seemly no papers
eported to research the interaction of EP with serum albumins.
n this paper, the interaction of EP with bovine serum albu-
in was investigated with spectrum analysis. The mechanism

f EP–BSA was discussed from (1) the quenching type; (2)
he association constants and the number of binding sites and

3) the basic thermodynamic parameters were obtained. It was
ynchronously found that the fluorescence quenching degree of
SA (�F) had a good relationship with the concentration of
P within the range of 2.0–40.0 �g/mL, so a new spectrofluo-
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actions between EP and BSA. The fluorescence quenching
effect was due to the formation of non-fluorescent complexes
[13].
Fig. 1. The structure of epristeride.

imetric method to determine EP was developed. The proposed
ethod had been successfully applied to analyze EP in real sam-

les and the obtained results were in good agreement with the
esults of official method, HPLC [12].

. Experimental

.1. Apparatus

A Hitachi F-4500 spectrofluorimeter (Japan) was used for
ll the fluorescence measurement, with excitation and emis-
ion slits at 2.5 nm, λex = 280 nm and 1-cm quartz cell. The pH
as measured on a pH S-25 pH-meter (Shanghai, China). All

bsorption spectral recordings and absorbance measurements
ere performed on a UV 2501 spectrophotometer (Shimadzu,

apan).

.2. Chemicals

Epristeride standard and epristeride tablets (Batch number:
0060401, labeled value: 5 mg/tablet, which excipients included
actose, starch, avicel, methylcellulose and magnesium stearate,
ere kindly provided by Jiangsu Lianhuan pharmaceutical cor-
oration limited. Bovine serum albumin was purchased from the
ompany of Guoyao (Shanghai, China). All other materials were
f analytical reagent grade. Water was distilled, deionised.

A standard bovine serum albumin (BSA) (molecular weight
f 65,000) solution of 2.00 mg/mL was prepared by dissolv-
ng 0.2 g pure samples in water and making up the volume to
00 mL in a calibration flask and kept in the cool, dark. Lower
oncentration solutions were prepared by serial dilution.

Epristeride standard solution of 1.00 mg/mL was prepared by
issolving 0.0500 g of epristeride in 50 mL of anhydrous ethanol
nd kept in the cool, dark.

0.1 mol/L phosphate buffer solution of pH = 7.4 was prepared
y dissolving appropriate amounts of NaH2PO4–NaOH.

.3. Procedures

.3.1. Sample preparation

Ten tablets of epristeride was weighed and crushed, and then

ample powder of about one tablet was accurately weighed
nd placed in a 50 mL of beaker and dissolved with anhydrous
thanol. Insoluble excipient was removed by filtration through

F
(
(
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0.45 �m membrane filter. The filtered solution was diluted to
0 mL with anhydrous ethanol.

For serum samples, venous blood samples from mice at dif-
erent time points were collected into heparinized plastic tubes,
pon oral administration of 30 mg EP of 1 kg healthy mice. After
mmediate chilling, the serum was separated by centrifugation
t 4 ◦C within 15 min. The samples were stored at −20 ◦C until
he assay.

.3.2. Fluorescence and UV spectrum
In a 25 mL volumetric flask, 1.0 mL 2.00 mg/mL of BSA

olution, 10.0 mL of phosphate buffer solution (pH = 7.4) and
dequate EP standard or sample solution were added, and the
olution was diluted to the mark with distilled water. The fluo-
escence spectra of BSA in the presence or absence of EP were
ecorded in the range of 250–550 nm with λex = 280 nm. The UV
pectrum of BSA in the presence or absence of EP was made in
he range of 200–320 nm.

Standard addition method was applied to analyze EP in serum
amples.

. Results and discussion

.1. Fluorescence quenching of BSA induced by EP in
hysiological condition

The fluorescence spectra of BSA were recorded before and
fter incubation with a series concentration of EP in physio-
ogical condition (pH = 7.4) at λex = 280 nm (Fig. 2). It could
e seen from Fig. 2 that there was no fluorescence emission
or EP at the range measured and the fluorescence intensity
f BSA decreased gradually with the increase of EP concen-
ration without changing the emission maximum and shape
f the peaks. These results indicated that there were inter-
ig. 2. Fluorescence spectra of BSA cBSA = 80.0 �g/mL. cEP was at 0.0 �g/mL
1), 2.0 �g/mL (2), 4.0 �g/mL (3), 8.0 �g/mL (4), 12.0 �g/mL (5), 16.0 �g/mL
6), 20.0 �g/mL (7), 28.0 �g/mL (8).
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of BSA was changed due to form a ground state complex
(EP–BSA). From this it could be deduced that the fluores-
cence quenching type of BSA initiated by EP was static
quenching.
70 A. Gong et al. / Tal

.2. The interaction of drug and protein

The fluorescence intensity of fluorescence substance could be
ecreased by quenchers such as many drugs or small molecule
rganic compounds. The intrinsic fluorescence of BSA comes
rom tryptophan and tyrosyl amino acid residues of its structure.
he changes of fluorescence or absorption spectra of BSA reflect

he interaction of drugs and macromolecule protein. In this paper
he interaction of BSA and EP was discussed from following
spects.

.2.1. Influence of pH on the drug–protein interaction
The influence of the buffer systems (HAc–NH4Ac,

H3–NH4Cl, citric acid–sodium hydrogen phosphate,
aH2PO4–NaOH and Tris–hydrochloric acid) and the pH value
n the drug–protein interaction was examined from pH = 3.0 to
.5. The results showed that the fluorescence quenching degree
lmost had no change in different buffer system and pH region.
he buffer of NaH2PO4–NaOH and the physiological pH 7.4
ere chosen for following investigation. The results showed

hat �F reached a maximum value when the buffer solution
as 10.0 mL. Therefore, a 10.0 mL buffer solution was selected

s suitable for the optimized method.
The variation of the EP form in different pH could be reflected

y its spectra (Fig. 3). It could be seen from Fig. 3 the absorp-
ion spectra of EP shifted with pH. It was known there was
arboxyl in EP molecule structure (Fig. 1). The group would
onize when increasing pH. The maximum absorption of EP was
76 nm at pH 3.0. The carboxyl in EP was ionized gradually with
he increased and the λmax shifted blue, and the curves of 1, 2 and

(pH = 3.0, 4.0, 5.0, respectively) came possible mainly from
ts molecule form. When pH > 6.0, the carboxyl was almost ion-
zed so the λmax was almost no variation (λmax = 266 nm), the
urves of 4, 5 and 6 (pH = 6.0, 7.4, 9.0, respectively) were mainly

ts absorption spectra of ion forms. According front research, it
as also known the pH value was almost no influence on the

nteraction of EP with BSA. So it may be concluded that EP
olecule and its ion could react with BSA. But under physio-

ig. 3. The absorption spectra of EP under different pH (cEP: 8.0 �g/mL).

F
c
a

3 (2007) 668–673

ogical condition the main form of EP reacting with BSA was
ts ion form.

.2.2. Quenching type
Generally speaking, the fluorescence quenching is the proce-

ure that could weaken the fluorescence intensity of fluorescence
ubstance, such as excited-state reaction, molecule rearrange,
nergy transfer, ground state complex formation and collision
uenching. It is necessary to know quenching procedure and
ype for researching the mechanism of quenching. Quench-
ng types often include static and dynamic quenching. The
ynamic quenching is that the fluorescence substance collides
ith quencher, which brings out the decrease of quantum yield

nd the weak of fluorescence strength. The static quenching is
nitiated from the formation of non-fluorescent compound. The
uenching type was differentiated as follows:

. The UV absorption spectra of fluorescence substance in the
presence of quencher. For dynamic quenching, the absorp-
tion spectra of fluorescence substance was not changed
only excite-state fluorescence molecule was influenced
by quenchers; but for static quenching, a compound is
formed between ground state of fluorescence substance and
quencher, therefore the absorption spectra of fluorescence
substance would be influenced [14].

In this paper, The UV absorption spectra of BSA with or
without EP was recorded under pH = 7.4 (Fig. 5). It could be
seen from Fig. 4 that the absorption intensity of BSA was
enhanced with EP increased. The UV absorption spectrum
ig. 4. Effect of EP on UV absorption spectrum of BSA. cBSA = 0.8 mg/mL;

EP = 6.2 �g/mL; (1) absorption spectrum of BSA in the presence of EP; (2)
bsorption spectrum of BSA.
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The K and n at different temperature were listed in Table 1. It
was found that the binding constant decreased with an increase
in temperature, resulting in a reduction of the stability of the

Table 1
Binding constant K and the number of binding sites n
Fig. 5. The Stern–Volmer (A) and Lineweaver–Burk

. The fluorescence quenching spectra of fluorescence sub-
stance. The fluorescence quenching spectra and quenching
type could be analyzed by Stern–Volmer Eq. (1) and
Lineweaver–Burk Eq. (2) [15]:

F0

F
= 1 + KsvCQ = 1 + Kqτ0CQ (1)

1

F0 − F
= 1

F0 + 1/(KLBF0CQ)
(2)

Among them, F0 and F were the fluorescence intensities of
BSA in the absence and presence of EP respectively, Ksv was
the Stern–Volmer quenching constant, CQ was the concen-
tration of quencher, Kq is the quenching rate constant, τ0 is
the average lifetime of the protein without the quencher and
KLB is static quenching constant.

Within certain concentration, the curve of F0/F versus CQ
(Stern–Volmer curve) would be linear if the quenching type is
single static or dynamic quenching [8]; similarly, the curve of
(F0 − F)−1 versus C−1

Q (Lineweaver–Burk curve) would be
linear [16] for static quenching. If the quenching type is com-
bined quenching (both static and dynamic), the Stern–Volmer
plot is an upward curvature [1].

The Stern–Volmer curves of EP–BSA in different temper-
atures were shown in Fig. 5A. It could be seen that when
the concentration of EP was lower, the Stern–Volmer curves
was linear, while the concentration of EP was higher, the
Stern–Volmer curves was upward bent. It illustrated that
the quenching type was probable single quenching (static
or dynamic quenching) at lower EP concentration. But at
higher EP concentration a combined quenching (both static
and dynamic) would be obtained.

The Fig. 5B listed the Lineweaver–Burk curves. From
Fig. 5B it was known that under certain EP concentration,
the curve of (F0 − F)−1 versus C−1

Q was linear. All these rep-
resented there were obviously characters of static quenching.

. The effect of temperature on Ksv. The Ksv values decrease
with an increase in temperature for static quenching, but

the reverse effect would be observed for dynamic quenching
[1,10].

In this study the values of Ksv were found to be
(4.66 ± 0.033) × 104 (15 ◦C), (4.57 ± 0.041) × 104 (25 ◦C),

T

2
3

urves at different temperatures (cBSA: 80.0 �g/mL).

(4.31 ± 0.028) × 104 (36 ◦C)L/mol. It indicated that the pos-
sible fluorescence quenching mechanism of BSA by EP was
a static quenching procedure and revealed the formation of a
complex between EP and BSA.

. The quenching rate constants, Kq (Kq = Ksv/τ0). As a rule, the
maximum scatter collision quenching constant, Kq,r of var-
ious quenchers with the biopolymer was 2 × 1010 L/moL s
[1,16], and the value of τ0 of the biopolymer was 10−8 s [17].
If the Kq > Kq,r, the fluorescence quenching of biopolymer
surely not come from dynamic quenching. In this paper, the
Ksv was 104 L/moL and the Kq was the order of 1012 L/moL s.
Obviously, the Kq value of protein quenching procedure
initiated by EP was greater than the Kq,r of the scattered
procedure. This indicated that the quenching was not ini-
tiated from dynamic collision but from the formation of a
compound.

.2.3. Binding constants and the number of binding sites
On the assumption that the fluorescence quenching of protein

as a static quenching process, i.e. the fluorescence quenching
ame from a complex formation between protein and quencher,
hen the equilibrium between free and bound molecule could be
iven by the following equation [1,18]:

Log (F0 − F )

F
= log K + n log CQ (3)

here K was the binding constant, reflecting the reaction degree
f BSA and EP; n was the number of binding sites, specifying
he number of EP bound to a BSA macromolecule. Thus, a plot
f Log(F0 − F)/F versus log cEP could be used to determine K
emperature (◦C) Ka (×105 L/moL) na

5 2.589 ± 0.038 1.198 ± 0.051
6 2.293 ± 0.046 1.192 ± 0.036

a Average value of three determinations.
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Table 2
Thermodynamic parameters

Temperature (◦C) �H◦ (kJ/moL) �S◦ (J/moL K) �G◦ (kJ/moL)

15 70.94 ± 0.045 −28.88 ± 0.002
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Table 3
Recoveries of EP from real samples (n = 3)

Sample Added
(�g mL−1)

Found
(�g mL−1)

Recovery
(%)

R.S.D.
(%)

EP tablet 0.0 4.0 – 0.6
4.0 8.1 102.5 1.8
6.0 9.8 96.7 1.1
8.0 11.6 95.0 1.2

Human seruma 0.0 – – –
4.0 3.9 97.5 2.3
6.0 5.7 95.0 1.2
8.0 7.8 97.5 1.5

Mice serum-1b 0.0 14.3 – 0.9
4.0 18.5 101.0 1.2
6.0 20.4 100.5 2.1
8.0 21.5 96.4 1.1

Mice serum-2 0.0 3.4 – 1.3
4.0 6.9 93.2 0.8
6.0 9.2 97.9 1.2
8.0 10.7 93.9 1.3

Mice serum-2 0.0 3.3 – 1.6
4.0 7.1 97.3 1.6
6.0 8.9 95.7 1.1
8.0 10.9 96.5 1.6

a Human serum was kindly provided by healthy volunteers, in which there
w

a

c
4
d
o

e
a
(

4

on the determination of EP (8.0 �g/mL). With a relative error
of less than ±5%, the tolerance limits for the foreign substance
were shown in Table 4.

Table 4
Tolerance limits of interfering ions (�g/mL)

Tested ions Tolerance limit Tested ions Tolerance limit

Ca2+ 20 Cr3+ 8
Mg2+ 120 Mn2+ 20
Pb2+ 6 CH3COO− 600
Zn2+ 16 NH4

+ >2000
Cd2+ 20 Citric acid >2000
Fe3+ 0.8 Glucose >2000
5 −8.45 ± 0.067 75.27 ± 0.058 −30.88 ± 0.005
6 75.24 ± 0.033 −31.70 ± 0.003

P–BSA complex. Meanwhile, from the data n (n ≈ 1) it may
e inferred that there was one independent class of binding sites
n BSA for EP.

Besides, the number of binding sites n was also be examined
y molar ration method. The conclusion was in agreement with
he result of fluorescence method.

.2.4. Types of interaction force between EP and BSA
Considering the dependence of binding constant K (EP–BSA)

n temperature, a thermodynamic process was considered to
e responsible for the formation of a complex. Therefore,
ome thermodynamic parameters dependent on temperature
uch as enthalpy change �H◦, entropy change �S◦ and free
nergy change �G◦ were used in order to further charac-
erize the interaction between EP and BSA. Among these
arameters, �G◦ reflects the possibility of reaction, and �H◦
nd �S◦ are the main evidences to determine acting forces.
sually the acting forces between a small molecule and
acromolecule include hydrogen bonds, van der Waals forces,

lectrostatic forces and hydrophobic interaction forces. When
emperature varies in a small range, the �H◦ could be con-
idered as a constant, then through binding constant K, the
hermodynamic parameters are evaluated using the following
quations:

G◦ = �H◦ − T �S◦ (4)

G◦ = −RT ln K◦ (5)

n

(
K2

K1

)
=

(
�H◦

R

) (
1

T1

1

T2

)
(6)

he �H◦, �G◦and �S◦ at different temperature were shown
n Table 2. �G◦ < 0 clarified there was an automatic reaction
appened between EP and BSA. �S◦ > 0 and �H◦ < 0 showed
hat both hydrogen bonds and hydrophobic interaction forces
layed a role in the binding of EP to BSA [1,18,19].

. Analytical applications

In this work, it was found the fluorescence quenching degree
f BSA had a good relationship with the concentration of EP in
he range of 2.0–40.0 �g/mL. Hence, a new fluorescence method
o determine EP was introduced.

.1. Analytical performance
From Fig. 5, it was known the linearity of Lineweaver–Burk
ouble-reciprocal curve was better than Stern–Volmer curve.
herefore, Lineweaver–Burk double-reciprocal curve was used
s working curve for the analysis of EP. Under the experimental

A
S
C

as no EP.
b Mice serum was collected at different time points (3, 4, and 5 h) after oral
dministration.

onditions, the calibration curve equation was (F0 − F )−1 =
.69 × 10−3 + 1.14 × 10−4c−1

EP (cEP, mg/mL), r = 0.9989. The
etection limit estimated (S/N = 3) was 0.28 �g/mL and the limit
f quantification was 2.0 �g/mL.

The recoveries were obtained based on spiking different lev-
ls of concentration of EP into EP tablet and serum sample. The
verage recoveries of the proposed method were 93.2–102.5%
Table 3).

.2. Effect of potential interferences

A study was carried out on the effects of foreign interferences
l3+ 8 Lactose >2000
O4

2− 400 Sucrose >2000
u2+ 1.2a

a In the presence of 8.0 mg/mL trisodium citrate.
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Table 5
Determination of EP in pharmaceutical products and serum (n = 3)

Sample EP found R.S.D. (%)

EP tableta-1 5.06 ± 0.04 (mg/tablet) 0.6
EP tableta-2 5.09 ± 0.04 (mg/tablet) 0.5
EP tableta-3 4.99 ± 0.03 (mg/tablet) 0.4
Mice serumb-1 0.36 ± 0.003 (mg/mL) 0.9
Mice serumb-2 0.084 ± 0.001 (mg/mL) 1.3
Mice serumb-3 0.083 ± 0.001 (mg/mL) 1.6
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[
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[

[

a The production date was different.
b The collected time of samples was different.

.3. Analysis of EP in pharmaceutical formulations and
erum

The proposed method was applied for the determination of
P in pharmaceutical formulation and mice serum (Table 5).
or EP tablet the results obtained by the proposed method were

n good agreement with the target value (5 mg/tablet) and the
fficial method (HPLC), which found EP tablet concentration
as 4.98 ± 0.01 mg/tablet. The t-test method was used to do a

ignificant difference test for these data, and it was found that
he data of both methods did not have significant difference.

. Conclusions

In this paper, the reaction of BSA and EP was first inves-
igated by spectroscopic method. The fluorescence of BSA
as quenched by EP with static quenching mechanism. The
ssociation constants, the number of binding sites and basic
hermodynamic parameters were determined. A new fluores-
ence analysis of EP was established based on the fluorescence
uenching degree of BSA had a good relationship with the con-

[
[
[

[

3 (2007) 668–673 673

entration of EP. The biological significance of this work was
vident since albumin serves as a carrier molecule for multiple
rugs and the interaction of EP and albumin was not charac-
erized so far. Hence, the report had a great significance in
harmacology and clinical medicine as well as methodology.
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bstract

A simple, rapid, reverse-phase high performance liquid chromatographic method was developed for the quantitative analysis of pseudolaric acids
n Cortex Pseudolaricis and its related medicinal products. With a C18 analytical column (4.6 mm × 150 mm i.d.), five pseudolaric acids, namely
seudolaric acids A–C, pseudolaric acid A-O-�-d-glucopyranoside and pseudolaric acid B-O-�-d-glucopyranoside, were well separated within
min. Acetonitrile and 0.10% acetic acid were used as the mobile phase in a gradient program. The UV detection wavelength was set at 260 nm.
he detection limits and quantification limits ranged in 8.26–16.66 ng/ml and 27.54–55.53 ng/ml, respectively. The intra- and inter-day variations
ere less than 1% for all five compounds. The recovery of all spiked pseudolaric acids ranged from 99.1% to 101.9%. Compared to existing

nalytical methods, this new method not only used two more important chemical markers but also provided a fivefold reduction in analysis time.
n addition, the extraction method of herb sample was also modified by an orthogonal array experiment on three variable parameters: extraction

ime, solvent volume, and extraction cycles. The optimized extraction method was much simpler and could be efficiently used to analyse large set
f herbal materials and related medicinal products. Nineteen herb samples collected from different regions of China and five related products were
xamined with this new analytical method. The results showed that this method is effective in distinguishing adulterants and unqualified products.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Recently, the problems concerning the quality control of
erbal products have gained public attention. Due to the com-
lex chemistry and great variation of the medicinal herbs, it
s a big challenge to control the quality of each herbal mate-
ial on the market with the current analytical technologies.
o achieve this goal, quick and efficient assessments of large
ets of raw herbs and products are much desired. Great efforts
ave been made to improve analytical methods for quality
ontrol on herbal materials [1–5]. In our current study, we
ave developed a high-throughput analytical method to quality

ontrol the herbal material and products of Cortex Pseudolari-
is.

∗ Corresponding author. Tel.: +852 3406 2873; fax: +852 3551 7333.
E-mail address: xuhongxi@hkjcicm.org (H.-X. Xu).
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uality control; HPLC

Cortex Pseudolaricis, known as “Tujinpi” in Chinese
edicine, is the root bark of Pseudolarix kaempferi Gord.

Pinaceae). It is native to China and has long been used as a
emedy for fungi infection of skin [6,7]. The ethanol extract
f Cortex kaempferi was reported to be active against der-
atomycoses [6]. A number of diterpenoids have been isolated

rom Cortex Pseudolaricis including pseudolaric acids A–C
PAA, PAB, and PAC) and two glucosides, pseudolaric acid
-O-�-d-glucopyranoside (PAAG) and pseudolaric acid B-O-
-d-glucopyranoside (PABG) (Fig. 1) [8–10]. Some of these
ompounds, such as pseudolaric acids A and B, demonstrated
ntifungal [6,11], antifertility [12] and cytotoxicic activities
13–15]. Many studies have found that pseudolaric acid B, one
f the major components in the herb, has antifungal activity
gainst the Candida and Torulopsis species, which are com-

on pathogens in immunocompromised patients [15]. It has

lso been reported that pseudolaric acids B had significant cyto-
oxicity against different tumor cell lines such as CNS cancer
E671, melanoma SK-MEL-5, ovarian cancer A2780, gastric
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Fig. 1. Structure of the five standard compounds in the study.

ancer AGS and leukemia HL-60 [13,16,17] and pseudolaric
cids A and B caused the death of rat embryos by decreasing
lood flow in both endo - and myo-metrium [18]. Recently, it was
eported that the cytotoxicity of pseudolaric acid B was related
o inducing apoptosis [16,19,20] and inhibiting angiogenesis
21–23]. The anti-angiogenesis cytotoxic drug has been used
s the target in chemotherapy, which highly increased survival
ates. These diterpenoids were therefore targeted as potential
ntitumor drugs. In addition, Cortex Pseudolaricis has been
idely used by Chinese medicine practitioners for the cure of
ifferent skin infections. Some related Chinese medicine prepa-
ation, for example, ‘ONCE OK Spray’, claimed to be effective
n the treatment of different kinds of tinea, such as athlete’s
oot, and were popularly used. Chinese Pharmacopoceia 2005
lassified it as a toxic herb and does not recommend oral admin-
stration.

Since the genus Pseudolarix has only this species, the plant
esource is not very rich. Its adulterants are often found in the
arket; they look morphologically similar to the authentic herbs

nd are difficult to distinguish [24]. The chromatographic ana-
ytical method is often used as a chemical authentication tool. In
iteratures [24–26], the TLC scanning and HPLC method were

ost widely used for analysis of these bioactive pseudolaric
cids. While providing excellent resolution, these existing meth-
ds had several shortcomings. First, they used only pseudolaric
cids A–C as the chemical markers, without including two
mportant major glycosides, PAAG and PABG. These com-
ounds can easily be converted to PAA and PAB by hydrolysis
nd therefore should be examined together. Second, the 1-
reflux extraction was required for their sample preparation

nd thus not practicable for high-throughput analysis in the
uality control of herbal material and products. Third, long
nalysis times resulted in inefficiency, as they required the use
f large volumes of solvents and instrument time that could
ave otherwise been used for other analysis. A quick, easy,
igh-throughput, and more comprehensive method with signifi-
antly shorter HPLC analysis time is required to facilitate more
xtensive studies with large sample sets. The specific objec-
ive of this study was to develop an improved method for the

nalysis of pseudolaric acids using commonly available HPLC
quipment in order to reduce total analysis time, thereby improv-
ng efficiency, reducing analytical costs, and increasing sample
hroughput.

u
t
n
1

73 (2007) 757–763

. Experimental

.1. Chemical and reagents

PAAG and PABG were isolated from the root bark of
seudolarix kaempferi Gord. by our laboratory. Three refer-
nce standards, PAA, PAB and PAC, were purchased from the
ational Institute for the Control of Pharmaceutical and Bio-

ogical Products of China (NICPBP, China). Their structures
ere established based on spectroscopic data including NMR

nalysis. Their purities were all determined to be over 95% by
PLC-DAD analysis. These five pseudolaric acids were very

table in methanol. Methanol (MeOH) (HPLC grade) was pur-
hased from Duksan chemical Co., Ltd. Acetonitrile (ACN)
HPLC grade), acetic acid (HAc) (HPLC grade) and silica gel H
200–300 mesh) were purchased from International Laboratory
td. (USA), respectively. HPLC-grade water was obtained from
Millpore Milli-Q Reagent Water System. An Elma Transsonic
00/H ultra-sonicator was used for extraction.

Nineteen samples of Cortex Pseudolaricis were collected
rom different provinces in the People’s Republic of China.
heir microscopic identification was performed by Dr. Chun-
eng Qiao, Chinese Medicine Laboratory, Hong Kong Jockey
lub Institute of Chinese Medicine (HKJCICM), Shatin, Hong
ong. Eight herb samples were identified as adulterants. The
oucher species were deposited at HKJCICM. The five products
f Cortex Pseudolaricis were bought in Hong Kong.

.2. Instrumentation

HPLC analysis was carried out by a Waters 2695 Separations
odule HPLC system and a Waters 2996 Photodiode Array
etector. Acquisitions were made using Empower Pro software
ersion 5.00.00.00. LC separation was performed on a Waters
unFireTM C18 separation column (5 �m, 4.6 mm × 150 mm)
t 25 ◦C under UV detection at 260 nm, using acetonitrile and
.10% acetic acid in water as mobile phase under gradient pro-
ram with a flow of 1 ml/min—0–3 min: 40% ACN → 60%
CN; 3–4 min: 60% ACN → 85% ACN; 4–7 min: 100%
CN → 100% ACN.

.3. Sample preparation

The standard stock solutions containing all five pseudolaric
cids at a concentration of 2.00 mg/ml each were prepared in
ethanol. They were diluted with methanol to obtain work-

ng standard solutions at a concentration of 1.00 mg/ml and
.50 mg/ml. All standard solutions were stored at 4 ◦C in the
ark.

The herbal samples of Cortex Pseudolaricis collected from
ifferent regions of China were pulverized. 0.50 g of powder
as accurately weighed and placed into a 20 ml volumetric
ask. Then, 10 ml methanol was added. Thereafter, the flask was

ltra-sonicated for 30 min and the supernatant was transferred
o a 10 ml flask. The extraction was repeated and all the super-
atants were combined into the 20 ml volumetric flask. About
ml methanol was used to rinse the 10 ml flask and to makeup
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Table 1
Orthogonal array design to optimize the ultra-sonic extraction of herb sample

Groupa Extraction parameters

Extract cyclesb, A Time, B (min) Methanol, C (ml)

1 1 10 10
2 1 20 25
3 1 30 50
4 2 10 25
5 2 20 50
6 2 30 10
7 3 10 50
8 3 20 10
9 3 30 25

a Nine groups having different combinations of parameters during the sample
extraction. Each group contained 0.5 g of Cortex Pseudolaricis powder as the
s

m

s
n
i
w

s
d
w
t
ters for the higher yield of all five markers (P < 0.01), while
extraction volume was a subordinate factor (P > 0.05). Further-
more, two extraction cycles and three extraction cycles showed
similar effects on the yield, and their differences were not statis-

Table 2
Analyses of variances in the extraction

Index Source of
variationa

Fb Pc Optimized
parameters

PABG A 94.33 <0.01d 2 cycles
B 50.23 <0.01 30 min
C 0.71 >0.05 10 ml

PAC A 36.73 <0.01d 2 cycles
B 15.64 <0.01 30 min
C 1.22 >0.05 10 ml

PAAG A 49.36 <0.01d 2 cycles
B 26.17 <0.01 30 min
C 2.43 >0.05 10 ml

PAB A 186.53 <0.01d 2 cycles
B 164.09 <0.01 30 min
C 0.42 >0.05 10 ml

PAA A 88.55 <0.01d 2 cycles
B 46.58 <0.01 30 min
C 1.21 >0.05 10 ml

a The calibration was repeated in triplicate (n = 3).
Q.-B. Han et al. / Ta

he final volume. Three aliquots of the solution (20 �l each) were
nalyzed by HPLC-DAD system after being filtered through a
.2 �m syringe membrane filter. Five products of Cortex Pseu-
olaricis in three different dosage forms were tested in this study.
he spray and liquid proprietary samples were directly analyzed
fter filtration. The powder-form preparations were extracted
nd checked using the same method as the herbal samples.

.4. Method validation

The linearity validation was performed on the mixture of the
ve known concentration standard solutions with reference to

he content ratios among different standards in herbal samples.
he standard mixture then went through a twofold serial dilution

o obtain seven standard mixtures with different concentrations.
he standard mixtures were injected into HPLC system in trip-

icates. A calibration curve was constructed by linear regression
f the detector response of each analyte (peak area) versus the
nalyte concentration.

The precision was evaluated by calculating the intra- and
nter-day relative standard deviation (R.S.D.) in triplicate. The
ntra-day precision was referred as the repeatability of the assay
nd examined within 1 day (n = 3), while the inter-day precision
as determined on 5-day intervals (n = 5).
The recovery for the five pseudolaric acids of this method

as examined on fortified samples at different concentrations.
he contents of the five pseudolaric acids in sample were esti-
ated according to their respective calibration curve. A different

mount of the five standard compounds was spiked into the sam-
le at 0.7-, 1.0-, and 1.3-fold of the estimated mass of each
nalyte, respectively. Six parallel samples were prepared for
ach spike operation. Then, the spiked samples were extracted
nd analyzed as described above in triplicate. The recovery for
ach analyte was evaluated by comparing the mass difference
f the analyte between the spiked samples and the original sam-
le with the nominal mass of the analyte spiked in the fortified
amples.

The limit of detection (LOD) and limit of quantitation (LOQ)
or each analyte were calculated with the standard on the basis
f a signal-to-noise ratio (S/N) of 3 and 10, respectively.

. Result and discussion

.1. Optimization of the extraction method

The extraction method recorded in Chinese Pharmacopoeia
005 included a time-consuming operation of reflux (1 h) [24],
nd therefore was not practicable to test large sample sets.

simpler and quicker extraction method was necessary for
igh-throughput analysis of herb samples. We compared the
perations of reflux and ultra-sonication by HPLC analysis. Both
ethods showed similar extraction capability in terms of the

ontents of five pseudolaric acids when the extraction time and

olvent volume were set at 1 h and 50 ml methanol. It was sug-
ested that the ultra-sonication could be a simple alternative to
eflux. Then, we optimized the ultra-sonication operation. Three
ifferent parameters (three variables each) of extraction were

F

s

tarting material, three batches were done (n = 3).
b The residue after the first extraction was reextracted by the same volume of
ethanol for the same time as listed in the individual group.

tudied by an orthogonal array design of L9 (34). Extracts from
ine groups having variations in three parameters of extractions
ncluding extraction time, solvent volume, and extraction cycles,
ere established in triplicate as displayed in Table 1.
Five chemical markers were determined in these extracts and

howed similar variation under nine different extractions. These
ifferent parameters were analyzed statistically and the results
ere summarized in Table 2. The duration of extraction and

he number of repeated extractions were two crucial parame-
b Calibrated by using SPSS statistical software, where F0.01(2,18) = 7.2148;

0.05(2,18) = 4.5597.
c Level of significance.
d The differences between two cycles and three cycles are not statistically

ignificant, P < 0.02.
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ig. 2. Representative chromatograms for reference standards mixture (A), re
ample (D), and unqualified drug sample (E). HPLC conditions: column, Waters
5 ◦C; mobile phase, ACN–0.1% HAc; gradient program: 0–3 min: 40% ACN →
ow rate, 1 ml/min.

ically significant (P < 0.02). Therefore, the optimized extraction
arameters should be two cycles, 30 min extraction, and 10 ml.
n contrast with the previously reported methods [24], this new
ltra-sonication extraction can quickly and simultaneously pre-
are the extraction and is therefore more practicable for large
erb sample sets.

.2. Chromatograms

Representative chromatograms for five standard pseudolaric
cids and herb samples were shown in Fig. 2. As shown in
ig. 2A, all five standard pseudolaric acids were successfully
luted in 7 min with baseline separation. Fig. 2B exhibits that
ther constituents of the herb sample did not interfere with
he analysis of these five target pseudolaric acids. The reten-
ion times were 3.08 ± 0.05 min for PABG, 3.63 ± 0.05 min for
AC, 3.99 ± 0.05 min for PAAG, 5.21 ± 0.05 min for PAB, and

.01 ± 0.05 min for PAA, respectively. Component peaks in
amples were identified based on the retention times and UV
pectrums of reference standards. The analysis time for all five
hemical markers was significantly shortened, due to the appli-

T
e

p

able 3
inear equations, limits of detection (LOD), and limit of quantitation (LOQ) for five

seudolaric acids Linear equation r2 Linearity r

ABG y = 13853x + 3762.8 0.9999 3.60–230
AC y = 17564x + 601.17 0.9997 0.15–9.76
AAG y = 9597.9x + 331.36 0.9998 0.61–38.9
AB y = 19546x + 8429.1 0.9999 4.29–274
AA y = 20685x−1431.6 0.9997 0.64–40.7
e herb sample No. 19 (B), drug sample no. 1 (drug-1) (C), adulterant herbal
ireTM C18 separation column (5 �m, 4.6 mm × 150 mm); column temperature,
ACN; 3–4 min: 60% ACN → 85% ACN; 4–7 min: 100% ACN → 100% ACN;

ation of a shorter analytical column and a modified elution
radient.

.3. Validation

The experimental results showed that the peak area of each
tandard was linearly correlated to the concentration within a
ertain range. The equations and the linear ranges were listed in
able 3. The LOD and LOQ for each standard compound were
lso summarized in Table 3. The LOD ranged from 8.26 ng/ml
or PAB to 16.66 ng/ml for PAAG and the LOQ from 27.54 ng/ml
or PAB to 55.53 ng/ml for PAAG.

The precision was estimated on the standard compounds of
set of triplicate samples with the same concentration. Table 4

ummarizes the relative standard deviation for pseudolaric acids
, B, C and PAAG and PABG at different concentrations. The
.S.D. of intra-day and inter-day precisions were less than 1%.

he precisions of the newly developed analytical method were
xcellent.

Appropriate amount of each standard was spiked into sam-
les with known concentrations of five analytes to give fortified

pseudolaric acids (y = peak area; x = concentration of pseudolaric acids)

ange (�g/ml) LOD (ng/ml, S/N = 3) LOQ (ng/ml, S/N = 10)

.66 11.61 38.69
9.07 30.24

8 16.66 55.53
.50 8.26 27.54
7 8.27 27.56
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Table 4
Summary of assay precisions for pseudolaric acids in three triplicate samples for each of concentrations (6.25 mg/ml, 12.5 mg/ml, and 25 mg/ml)

Pseudolaric acids Sample concentration
(mg/ml)

Intra-day precision (n = 3) Inter-day precision (n = 5)

Mean amount of
analyte (�g/g)

R.S.D. (%) Mean amount of
analyte (�g/g)

R.S.D. (%)

PABG 6.25 1126.25 0.02 1126.44 0.02
12.5 2270.68 0.18 2272.40 0.07
25 4535.39 0.18 4539.66 0.10

PAC 6.25 40.61 0.01 40.65 0.13
12.5 82.70 0.03 82.64 0.06
25 166.61 0.16 166.61 0.01

PAAG 6.25 192.66 0.03 192.69 0.04
12.5 386.84 0.03 386.89 0.01
25 771.30 0.82 775.06 0.65

PAB 6.25 1327.00 0.04 1327.28 0.02
12.5 2679.97 0.17 2675.93 0.02
25 5348.39 0.60 5358.87 0.21

PAA 6.25 187.46 0.06 187.48 0.01
12.5 371.93 0.06 372.30 0.20

s
a
d
o
s

3

w
d
p
K
A

f
p
m
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K
f
f
b
s
c

T
R

P

P

P

P

P

P

25 739.45

amples. These fortified samples were processed and measured
s described in Section 2.3 and the recovery for the five pseu-
olaric acids was calculated. As shown in Table 5, the recovery
f these spiked standards ranged from 98.2% to 103.4% and was
atisfactory.

.4. Method performance in assay of samples

Nineteen samples of the root bark of Pseudolarix kaempferi
ere assayed in triplicate using the analytical procedure

escribed above. They were mainly collected from two
rovinces in China: Henan and Jiangsu. The sample from Hong
ong and the reference herb from NICPBP were also included.
s shown in Table 6, all 5 targeted compounds can only be

i
w
w
p

able 5
ecovery of spiked pseudolaric acids in herbal material

seudolaric acids Original (mg/ml) Spiked (mg/ml) Fou

ABG 56.47 23.69 80.
57.66 114.
97.79 154.

AC 2.07 0.98 3.
2.43 4.
4.20 6.

AAG 9.62 4.01 13.
9.76 19.

16.57 26.

AB 66.53 28.30 95.
68.49 135.

116.53 183.

AA 9.28 4.25 13.
10.31 19.
17.40 26.
0.46 740.80 0.24

ound in 11 samples (Fig. 2B). All samples were similar in
hysical appearance and therefore difficult to authenticate. After
icroscopic identification, eight of the samples were identi-
ed not to be Cortex Pseudolaricis. One of them was Cortex
adsura Radicis (Root bark of Kadsura Radicis, Magnoliaece

amily) and the others were definitely adulterants but needed
urther identification. The herbs used in a certain region might
e different from that in another, even though they have the
ame name. This ‘same name different herb’ situation is fairly
ommon and can sometimes cause serious adulteration of medic-

nal herbs. In this study, all the five tested proprietary products
ere labeled as Cortex Pseudolaricis remedy, but only one
as found to contain the herb (Fig. 2C and E). It was also
roved that this new analytical method was efficient for the

nd (mg/ml) Recovery (%) Mean (%) R.S.D. (%)

43 ± 0.05 101.1 100.7 0.44
52 ± 0.11 100.7
49 ± 0.12 100.2

09 ± 0.03 103.4 101.9 1.32
53 ± 0.06 101.4
30 ± 0.08 100.8

67 ± 0.04 100.8 100.5 0.29
42 ± 0.05 100.3
24 ± 0.10 100.3

29 ± 0.12 101.6 101.0 0.59
58 ± 0.13 100.8
61 ± 0.18 100.5

45 ± 0.03 98.2 99.1 0.72
52 ± 0.06 99.4
60 ± 0.07 99.6
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Table 6
The contents of the five pseudolaric acids in samples of Cortex Pseudolaricis (mean ± R.S.D., �g/g, n = 3)

Sample no. Collected from PABG (�g/g) PAC (�g/g) PAAG (�g/g) PAB (�g/g) PAA (�g/g)

1 Henan 757.69 ± 29.66 331.54 ± 13.0 33.18 ± 0.44 7313.10 ± 150.01 886.58 ± 30.14
2 Jiangsu 3988.50 ± 101.37 203.37 ± 11.42 551.22 ± 22.01 4828.92 ± 132.38 584.65 ± 25.21
3 Jiangsu 4212.47 ± 112.07 248.27 ± 12.02 756.70 ± 45.28 4956.10 ± 128.00 642.93 ± 21.15
4 Jiangsu 6362.91 ± 201.21 1044.34 ± 34.15 714.12 ± 19.48 5566.86 ± 157.24 588.29 ± 20.38
5 Jiangsu 672.83 ± 18.29 985.26 ± 40.45 43.36 ± 1.56 5255.20 ± 135.21 571.13 ± 17.61
6 Jiangsu 3729.21 ± 88.05 186.88 ± 5.58 562.61 ± 25.06 6567.14 ± 155.04 854.18 ± 26.05
7 Jiangsu 2003.19 ± 62.10 421.02 ± 15.19 290.51 ± 11.01 4057.27 ± 111.02 568.81 ± 16.60
8 Jiangsu 4350.81 ± 103.18 413.48 ± 14.25 914.59 ± 32.34 4260.23 ± 114.17 554.03 ± 14.04
9 Jiangsu 2179.02 ± 45.04 390.47 ± 13.09 539.00 ± 21.42 5882.06 ± 137.13 779.62 ± 16.05

10 Shanxi 6839.92 ± 156.22 116.42 ± 1.54 918.40 ± 30.29 4722.03 ± 133.16 532.09 ± 12.38
11 NICPBP 4218.49 ± 123.22 404.79 ± 3.17 648.21 ± 17.06 5742.08 ± 135.23 657.29 ± 18.04
1 0.27
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2 Drug-1 183.27 ± 4.37 12.01 ±

uality control of Cortex Pseudolaricis and its related prod-
cts.

Furthermore, according to Table 6, the contents of the five
tandard compounds ranged from 672.83 �g/g to 6839.92 �g/g
or PABG, 116.42 �g/g to 1044.34 �g/g for PAC, 33.18 �g/g to
18.40 �g/g for PAAG, 4057.27 �g/g to 7313.10 �g/g for PAB
nd 532.09 �g/g to 886.58 �g/g for PAA. The total content of the
ve compounds ranged from 7340.81 �g/g to 14276.51 �g/g.
esides the known major bioactive ingredient PAB, its gly-
oside PABG was shown to be a major constituent since its
ontent was even higher than PAB in the sample from Shanxi.
mong the five compounds, two glucosides had the widest con-

ent variation range. This may be due to the fact that some
erbs might have been washed with water or treated with differ-
nt processes after harvesting. Since these two glycosides were
ater-soluble, they could easily be washed away, thereby reduc-

ng the amount. On the other hand, the varied glycoside contents
ight have affected the contents of their aglycones because of
possible transformation between the two. Similar transforma-

ions can also be found in other herbs. For example, the herbal
aterial of Fructus Psoraleae always showed a significant varia-

ion of its major components, namely psoralen, isopsoralen and
heir related glycosides. However, after complete hydrolysis,
he glycosides were converted into psoralen and isopsoralen,
he contents of which increased to a much stable level [27].
ompared to the previously reported analytical methods [24],

he newly established HPLC analysis was able to determine not
nly the well-known pseudolaric acids but also their glycosides,
nd therefore more capable and comprehensive.

. Conclusion

The method developed in this study provided a quick, com-
rehensive and accurate identification and quality control of
ortex Pseudolaricis and its related products using five bioac-

ive markers. Calibration and reproducibility data indicate that

his rapid, high-throughput HPLC method is repeatable, repro-
ucible, and sensitive. This method not only represented a
vefold reduction in total analysis time (7 min, as opposed to
0 min, on average) but also covered two more important chem-

[

[

35.77 ± 0.61 383.38 ± 2.05 35.34 ± 0.84

cal markers. Furthermore, the sample preparation was much
impler, and therefore available for high-throughput sample
ests in QC of herbal material and drug production. This new

ethod was successfully used to evaluate the quality of Cor-
ex pseudolaricis and its related products and efficiently identify
dulterants and unqualified products.
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bstract

A simple and efficient approach for the rapid isolation of plasmid DNA from crude cell lysates has been described. The approach took advantage
f the amino-modified silica coated magnetic nanoparticles (ASMNPs) with positive zeta potential at neutral pH and superparamagnetism under
he external magnetic fields. As a demonstration, the pEGFP-N3 plasmid has been concentrated and isolated from the E. coli DH5� transformed
ith pEGFP-N3 plasmid through electrostatic binding between the positive charge of the amino group of ASMNPs and the negative charge of the
hosphate groups of the plasmid DNA. Then the pEGFP-N3 plasmid has been released easily and quickly from the pEGFP-N3 plasmid–ASMNPs

omplexes with 3 M NaCl. The entire procedure could be carried out by the aid of external magnetic fields in 15 min and eliminate the need of
henol, cesium chloride gradients or other noxious reagents and complexes operation. Moreover, the pEGFP-N3 plasmid obtained by this approach
etains biological activity that can be suitable for restriction enzyme digestion and cells transfection with expression of green fluorescence protein.

2007 Elsevier B.V. All rights reserved.

eywords: Amino-silica coated magnetic nanoparticles (ASMNPs); pEGFP-N3 plasmid–ASMNPs complexes; Isolation of plasmid DNA
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. Introduction

The isolation of high quality, biologically active plasmid
NA is extremely important in the field of biotechnology. And

he demand for efficient production methods of plasmid DNA
as increased vastly for its widely applications in gene ther-
py [1], gene vaccine [2,3], DNA sequence [4,5] and so on.
he early developed traditional of plasmid isolation method

ely on phenol/chloroform technique. The method is classical
ut with some disadvantages such as toxicity and complexes

peration. So there were several methods have been developed
radually to improve the isolation of plasmid DNA such as
garose gel electrophoresis extraction, column chromatography,

∗ Corresponding author at: State Key Laboratory of Chemo/Biosensing and
hemometrics, Engineering Center for biomedicine, Institute of Life Science &
iological Technology, Key Laboratory for Bio-Nanotechnology and Molecule
ngineering of Hunan Province, Changsha 410082, PR China. Tel: +86 731
821566; fax: +86 731 8821566.

E-mail address: kmwang@hnu.cn (K. Wang).
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elective adsorption using solid phase supports and so on [4].
mong these methods, solid phase supports to isolate plasmid
NA was commonly used for its simplicity and practicality.
here were many works have been reported for the isolation
f DNA basing on the principle of solid surface adsorption of
NA in the presence of binding agents [6–19]. And silica has
een widely selected as one of effective solid phases to purify
lasmid DNA for its several features of straightforward synthe-
is, easily modification and biocompatibility [4,10,18]. Silica
atrix-based kits for rapid isolation of plasmid DNA are also

ommercially available (e.g., Invitrogen, Qiagen). However, the
inding agents are indispensable by using of silica as solid phase
or adsorption and isolation of plasmid DNA in the reported
orks.
Recently, novel amino-modified silica nanoparticles

ASNPs) and amino-modified silica coated magnetic nanopar-

icles (ASMNPs) have been developed in our research group
20–28]. The two kinds of nanoparticles displayed positive
urface charge at neutral pH. Pure plasmid DNA could be bind
o ASNPs easily without need of extra binding agents and could
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e protected from cleavage [20]. Basing on this principle, an
pproach for the isolation of plasmid DNA from crude bacterial
ysates has been reported in this article. ASMNPs behaving
ositive zeta potential at neutral pH and superparamagnetism
ere selected as solid phase supports. pEGFP-N3 plasmid
as been successfully concentrated and purified from the E.
oli DH5� transformed with pEGFP-N3 plasmid under the
agnetic fields. The combination and release of pEGFP-N3

lasmid with ASMNPs from crude E. coli DH5� lysates has
een investigated. The purified pEGFP-N3 plasmid was then
ested for purity and bioactivity through its use in a number of
ownstream applications.

. Experimental

.1. Reagents and materials

N-(�-Aminoethyl)-�-aminopropyl-triethoxysilane (AEAPS)
as purchased from Hubei Wuhan University Silicone New
aterial Co., Ltd. Biowest agarose was distributed by Shang-

ai Yito Enterprise Company Limited. EcoRI and HindIII
ere purchased from Beijing Dingguo Biotechnology Co. Ltd.
ofastTM Transfection Reagent was obtained from Xiamen
unma Biotechnology Co. Ltd. COS-7 cell line was offered by
ell culture lab of our research group. All other reagents were
f analytical grade and used without further isolation. Solutions
ere prepared with Nanopure water (Barnestead/Thermolyne,
ubuque, 1A).

.2. Instruments

The ASMNPs were measured with Transmission Elec-
ron Microscope (TEM) (JEOL JEM-1230). Malvern Zetasizer
000HS (Malvern, England) was used to measure the Zeta
otential of ASMNPs. UV–vis measurements were carried
ut by DU-800 Spectrophotometer (Beakman, America). The
uorescence of GFP in cells was observed by fluorescence
icroscopy (Nikon TE300, Japan).

.3. Experimental details

.3.1. Preparation and characterization of the ASMNPs
The ASMNPs were prepared by water-in-oil microemulsion

echnique as reported before [20,26]. Suspension of magnetic
e3O4 ferrofluid was first synthesized by precipitation from
ppropriate mixture solution of ferrous sulfate and ferric chlo-
ide with ammonia according to the reported method [29]. Then
50 �l of 40 mM aqueous magnetic Fe3O4 ferrofluid solution
as added to the microemulsion composed of 1.8 ml of Tri-

on X-100, 1.4 ml of n-hexanol, 7.5 ml of cyclohexane. In the
resence of TEOS and AEAPS (3:1 volume ratio), polymer-
zation reaction was initiated by adding 200 �l concentrated
H4OH. The reaction was allowed to continue for 24 h to

roduce ASMNPs. Then, the ASMNPs were isolated by mag-
etic separation and washed with ethanol and water for several
imes to remove all remainders and surfactant molecules. At the
ame time, the silica coated magnetic nanoparticles (SMNPs)

m
P
p
p

(2007) 764–769 765

ere also prepared with no hydrolysis of AEAPS for con-
rol experiments. The obtained ASMNPs were suspended in
ater for further application. The morphology and diameter
f ASMNPs was analyzed with TEM. The Zeta potential of
SMNPs and SMNPs was measured by using Malvern Zetasizer
000HS.

.3.2. The incubation and lysis of the E. coli DH5α

ransformed with pEGFP-N3 plasmid
A single colony of E. coli DH5� transformed with pEGFP-

3 plasmid was inoculated into 2–5 ml of Luria Broth (LB).
his culture was grown for 6–8 h at 37 ◦C with rapid agitation,
nd then used to inoculate 250 ml of LB containing 60 �g/ml
mpicillin. The culture was incubated at 37 ◦C overnight for the
olony formation. Then the E. coli DH5� culture were placed
nto centrifuge tube and harvested with 4000 × g for 15 min at
◦C. In order to isolate pEGFP-N3 plasmid by using ASM-
Ps, effective lysis of harvested E. coli DH5� must be first

ompleted before plasmid isolation by using the alkaline lysis
ethod that is most commonly used methods for lysing bacteria

30]. Briefly, the harvested E. coli DH5� pellet was washed with
TE (0.1 mol/l NaCl; 10 mmol/l Tris–HCl (pH 8.0); 1 mmol/l
DTA) and then centrifuged at 4000 × g for 15 min at 4 ◦C. The
upernatant was removed. Then, solution I (50 mmol/l glucose;
5 mmol/l Tris–HCl (pH 8.0); 10 mmol/l EDTA), lysozyme and
olution II (0.2 M NaOH; 1% SDS) were all added to the tube.
ive minutes later, ice-cold solution III (5 mol/l KAc 60 ml,
lacial acetic acid 11.5 ml, ultrapure water 28.5 ml) was added
o the tube and then centrifuged at 13,000 × g for 20 min at 4 ◦C.
Nase A was lastly added to the supernatant and was incubated
t 37 ◦C for 30 min to get the crude E. coli DH5� lysates for
urther application.

.3.3. The isolation of pEGFP-N3 plasmid from crude E.
oli DH5α lysates using ASMNPs
.3.3.1. Combination analysis of pEGFP-N3 plasmid with
SMNPs. A 100 �l crude E. coli DH5� lysates was removed
nd transferred to a 1.5-ml micro-centrifuge tube, and an equal
olume ASMNPs suspension with concentration of 3.6 mg/ml
as added. The mixture was agitated gently at room temperature

or 1, 10 and 30 min, respectively. At the same time, a control
ample was prepared that 100 �l crude E. coli DH5� lysates
as added to 100 �l negative potential of silica coated magnetic
anoparticles at neutral pH with concentration of 3.6 mg/ml.
he combination of the pEGFP-N3 plasmid with ASMNPs was
nalyzed with agarose gel electrophoresis.

.3.3.2. The release of pEGFP-N3 plasmid from the pEGFP-
3 plasmid–ASMNPs complexes. A 100 �l crude E. coli DH5�

ysates was removed and transferred to a 1.5-ml micro-
entrifuge tube, and an equal volume ASMNPs suspension
ith concentration of 3.6 mg/ml was added. The complexes
f pEGFP-N3 plasmid–ASMNPs were obtained as the afore-

entioned step and were washed with 70% ethanol and
BS, respectively. And then the complexes of pEGFP-N3
lasmid–ASMNPs were eluted with 3 M NaCl as the followed
rocess. 100 �l of 3 M NaCl was added to the washed pEGFP-N3
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lasmid–ASMNPs complexes and incubated at room tempera-
ure for some time. Then the ASMNPs were immobilized again
sing magnetic rack. The eluent was removed and retained for
urther analysis.

Here, different incubation time of NaCl with pEGFP-
3 plasmid–ASMNPs complexes has been also investigated.
ive same samples of ethanol and PBS washed pEGFP-N3
lasmid–ASMNPs complexes were prepared. Then 100 �l 3 M
aCl was added to every sample respectively, and the incubation

ime of NaCl with pEGFP-N3 plasmid–ASMNPs complexes
as 60, 30, 10, 5 and 1 min, respectively. Then the ASMNPs
ere immobilized via external magnetic field and the super-
atant was removed to five tubes. The released pEGFP-N3
lasmid was analyzed using UV–vis spectrum.

.3.3.3. The isolation efficiency of ASMNPs for pEGFP-N3
lasmid. The isolation efficiency of ASMNPs for pEGFP-N3
lasmid was tested by comparison with the traditional phe-
ol/chloroform method. A 100 �l crude E.coli DH5� lysates was
emoved and transferred to a 1.5-ml micro-centrifuge tube for
EGFP-N3 plasmid isolation using ASMNPs. Another 100 �l
rude E.coli DH5� lysates was removed and transferred to a
.5-ml micro-centrifuge tube for pEGFP-N3 plasmid isolation
sing traditional phenol/chloroform method. The plasmid DNA
hat isolated by using the two different methods was suspended
ith equal volume buffer and was analyzed by UV–vis spectra

nalysis.

.3.3.4. Bioactivity of the isolated pEGFP-N3 plasmid using
SMNPs. The bioactivity of the isolated pEGFP-N3 plasmid
sing ASMNPs was analyzed through its use in two downstream
pplications, including restriction enzyme digestion (EcoRI,
indIII) and transfection of COS-7 cells for expressing of green
uorescence protein (GFP). For restriction enzyme digestion,

he pEGFP-N3 plasmid was first desalted using ethanol and
as dissolved in TE, then 1.6 �g of pEGFP-N3 plasmid was
igested with appropriate amount of EcoRI and HindIII, respec-
ively for 1 h at 37 ◦C. The products were analyzed using agarose
el electrophoresis.

For transfection, approximately 1 × 105 COS-7 cells were
eeded in six-well plates on the RPMI1640 (GIBCO USA)
edium with 10% fetal calf serum at 37 ◦C with 5% CO2

tmosphere until the cover rate reached 70%. SofastTM transfec-
ion reagent transfections were performed. A suitable isolated
EGFP-N3 plasmid using ASMNPs suspended in culture
edium was mixed with 5 �l SofastTM transfection to obtain
ofast-pEGFP-N3 plasmid complexes. Then the Sofast-pEGFP-
3 plasmid complexes were added to the culture medium

ontaining COS-7 cells. After 24 h incubation, the transfected
OS-7 cells were observed with fluorescence microscopy.

. Results and discussions
.1. Characterization of ASMNPs

The ASMNPs were prepared using water-in-oil (W/O)
everse microemulsion technique that was one of the most rec-

m
p
w
b

Fig. 1. TEM image of ASMNPs.

gnized methods in our group for preparation of core-shell
anoparticles. The TEM image of ASMNPs was shown in Fig. 1.
rom the image, we can acquire that the diameters of ASM-
Ps were about 45 ± 5 nm and the particles were global and
on-aggregative. The zeta potential of ASMNPs has also been
etermined by using a Malvern Zetasizer. The results showed
hat the zeta potential of ASMNPs at netural pH was 33.5 mV,
hich indicated the ASMNPs display a positive surface charge

t neutral pH due to the presence of amino groups on the surface
f ASMNPs. So they could be used to isolate plasmid DNA in
he form of plasmid DNA-ASMNPs complexes that was accom-
lished through electrostatic binding between the positive charge
f the amino group and the negative charge of the phosphate
roups of the plasmid DNA.

.2. The isolation of pEGFP-N3 plasmid from crude E. coli
H5α lysates using ASMNPs

.2.1. Combination of the pEGFP-N3 plasmid with
SMNPs

A 100 �l of ASMNPs suspension and 100 �l crude E. coli
H5� lysates were mixed well and reacted at room temperature

or 1, 10 and 30 min, respectively. On the control experiments,
100 �l negative SMNPs suspension and 100 �l crude E. coli
H5� lysates were mixed well and reacted at room temperature

or 30 min. The pure ASMNPs suspension, the pure SMNPs
uspension, the mixture of ASMNPs incubated with crude E.
oli DH5� lysates for different time and the mixture of SMNPs
ncubated with crude E. coli DH5� lysates were all analyzed
ith agarosegel electrophoresis. The results of the agarosegel

lectrophoresis were shown in Fig. 2. Lane 1 was pEGFP-N3
lasmid that was isolated by using traditional phenol/chloroform

ethod. Lanes 2 and 3 were the pure ASMNPs and SMNPs sus-

ension. Lane 4 was the E. coli DH5� lysates that were incubated
ith SMNPs. Lanes 5, 6, and 7 were mixture of ASMNPs incu-
ated with the crude E. coli DH5� lysates for 30, 10 and 1 min,
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Fig. 2. Agarose gel electrophoresis of plasmid DNA and pEGFP-N3
plasmid–ASMNPs complexes. Lanes 1, 2, 3, 4, 5, 6, 7, 8 and 9 were repre-
sented pure pEGFP-N3 plasmid isolated using phenol/chloroform method, pure
ASMNPs suspension, pure SMNPs suspension, E. coli DH5� lysates that were
incubated with SMNPs; mixture of ASMNPs and bacterial lysates after incuba-
tion for 30 min, mixture of ASMNPs and bacterial lysates after incubation for
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0 min, mixture of ASMNPs and bacterial lysates after incubation for 1 min, 1 kb
NA marker and supernatant of the mixture of ASMNPs and bacterial lysates

fter the nanoparticles was immobilized.

espectively. Lane 8 was a marker DNA. Lane 9 was the super-
atant of the mixture of ASMNPs and crude E. coli DH5� after
he ASMNPs was immobilized. During the electrophoresis, pure
EGFP-N3 plasmid moved in the electric field, but pEGFP-N3
lasmid–ASMNPs complexes stayed around the sample pore.

ith the ethidium bromide for visualization, fluorescence of

lasmid DNA could be clearly observed. The results from the
garosegel electrophoresis showed the sample pore of lanes 2
nd 3 were not fluorescent which demonstrated clearly those

ig. 3. Agarose gel electrophoresis of pEGFP-N3 plasmid isolated from bacte-
ial lysates using ASMNPs. Lanes 1, 2 and 3 were represented 1 kb DNA marker;
EGFP-N3 plasmid–ASMNPs complexes, released pEGFP-N3 plasmid from
EGFP-N3 plasmid–ASMNPs complexes.
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ig. 4. The UV–vis absorption spectra of the released pEGFP-N3 plasmid those
ere eluted from pEGFP-N3 plasmid–ASMNPs complexes by 3 M NaCl with
ifferent incubation time.

SMNPs and SMNPs had no obvious autofluorescence. But the
uorescence in the sample pore of lanes 5, 6, and 7 were fluores-
ent, which implied that the ASMNPs have bound pEGFP-N3
lasmid and formed pEGFP-N3 plasmid–ASMNPs complexes.
nd the incubation time of the ASMNPs with crude E. coli
H5� lysates would not affect the binding obviously, which

ndicated the ASMNPs could bind the pEGFP-N3 plasmid of E.
oli DH5� lysates quickly. However, when E. coli DH5� lysates
ere incubated with SMNPs, electrophoresis results showed that

here was no fluorescence of pEGFP-N3 plasmid in the sample
ore but in agargel. The DNA that stained in the agargel of lane
was similar with the pEGFP-N3 plasmid isolated by using

raditional phenol/chloroform method as that stained in lane 1.
here was no fluorescence of pEGFP-N3 plasmid in lane 9. All
f the above-mentioned agarosegel electrophoresis results dis-

layed that the positive ASMNPs could combine the pEGFP-N3
lasmid from the E. coli DH5� lysates by ion-pairing formation
etween the positive charges of the ASMNPs and the negative
harges of the plasmid DNA. And this combination was rapidly.

ig. 5. Agarose gel electrophoresis of isolated pEGFP-N3 plasmid using ASM-
Ps digested with EcoRI and HindIII. Lanes 1, 2, 3 and 4 were represented

solated pEGFP-N3 plasmid using ASMNPs digested with EcoRI, isolated
EGFP-N3 plasmid using ASMNPs digested with HindIII, desalted ASMNPs-
solated pEGFP-N3 plasmid and 1 kb DNA Marker.
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Fig. 6. Expression of isolated pEGFP-N3 plasmid using ASMNPs in CO

.2.2. The release of the plasmid DNA from the pEGFP-N3
lasmid–ASMNPs complexes

The bound pEGFP-N3 plasmid was released from the
EGFP-N3 plasmid–ASMNPs complexes using 3 M NaCl. As
hown in Fig. 3, lane 1 was the DNA marker. Lane 2 was
he ASMNPs that incubated with E. coli DH5� lysates for
0 min and washed with PBS buffer. And lane 3 was the
luent of pEGFP-N3 plasmid–ASMNPs complexes with 3 M
aCl. The results from agarosegel electrophoresis implied that
EGFP-N3 plasmid could be washed off from the pEGFP-
3 plasmid–ASMNPs complexes by using 3 M NaCl and still

etained its normal structure.
Because the above results illustrated that the pEGFP-N3 plas-

id could be released from the pEGFP-N3 plasmid–ASMNPs
omplexes, we proceeded to investigate the release time. The
eleased plasmid DNA from five pEGFP-N3 plasmid–ASMNPs
omplexes samples that were incubated in 3 M NaCl for 60,
0, 10, 5 and 1 min, respectively was analyzed with UV–vis
pectrum. As shown in Fig. 4, the results demonstrated that the
bsorption of the released plasmid DNA from the five pEGFP-
3 plasmid–ASMNPs complexes samples was not different
bviously, which indicated the release of the plasmid DNA from
he pEGFP-N3 plasmid–ASMNPs complexes was rapidly and
min was enough.

.2.3. The isolation efficiency of the ASMNPs for
EGFP-N3 plasmid

A favorable method for the isolation of plasmid DNA must be
apid and efficient. We have noted that the approach was rapid.
ere the isolation efficiency of this method was compared with

he traditional phenol/chloroform method. We have calculated
hat about 55 �g pEGFP-N3 plasmid could be isolated from 1 ml
repared bacterial lysates using ASMNPs (3.6 mg/ml), and the
verage OD260/OD280 ration was 1.9, indicating that the DNA
as of a high purity with negligible protein contamination. How-

ver, there was only about 35 �g pEGFP-N3 plasmid that had
een isolated from the same volume bacterial lysates by using

henol/chloroform method. Then the yield of pEGFP-N3 plas-
id extracted using ASMNPs was on average 1.6-fold greater

han that using the traditional phenol/chloroform method. So
e can conclude that this method was not only rapid but also

fficient.

c
D
F
i
a

ells. (A) Optical image of the cells; (B) fluorescence image of the cells.

.2.4. The bioactivity of the isolated pEGFP-N3 plasmid
sing ASMNPs

Because the above studies showed that pEGFP-N3 plasmid
ould be isolated from bacterial cell lysates rapidly and effi-
iently by use of ASMNPs, we proceeded to test the bioactivity
f the isolated pEGFP-N3 plasmid. In order to detect whether the
solated pEGFP-N3 plasmid was still active, here we reported
wo further applications of the purified pEGFP-N3 plasmid.

Firstly, the isolated pEGFP-N3 plasmid was desalted by
thanol and was dissolved in TE (0.03745 �g/�l). Then EcoRI
nd HindIII were used respectively to digest the desalted iso-
ated pEGFP-N3 plasmid. Fig. 5 was a gel picture of the result.
anes 1 and 2 were the isolated pEGFP-N3 plasmid digested
y the EcoRI and HindIII, respectively. Lane 3 was the desalted
solated pEGFP-N3 plasmid. It was well known that undigested
lasmid DNA was superhelix DNA, and it would become lin-
ar DNA after restriction enzyme digestion. The results from
he agarosegel electrophoresis showed that the move rate of the
solated pEGFP-N3 plasmid was different with the restriction
nzyme digested isolated pEGFP-N3 plasmid. It can be seen
learly that the isolated pEGFP-N3 plasmid using ASMNPs
ould be fully digested with the enzyme. The result indicated
hat the pEGFP-N3 plasmid was sufficiently pure and free of
rude cell lysates.

To further prove the bioactivity of the isolated pEGFP-N3
lasmid using ASMNPs, we tested the function of the plasmid
NA in a cellular environment. If pEGFP-N3 plasmid is deliv-

red into cells and is still functional, green fluorescence protein
GFP) will be synthesized in the cells through the expression
f pEGFP-N3 gene and then can be imaged in real time with
uorescence microscopy. As shown in Fig. 6, the green fluores-
ence was obviously seen in the cell dish. The result indicated
hat the isolated pEGFP-N3 plasmid using ASMNPs was able
o maintain a high degree of biological activity.

. Conclusions

Plasmid DNA can be isolated from the crude bacteria effi-
iently by use of ASMNPs through the formation of plasmid

NA-ASMNPs complexes and released easily with 3 M NaCl.
rom the downstream application of the isolated plasmid DNA,

t can be seen that the isolated plasmid DNA retains biological
ctivity. Furthermore, all of the operation can be finished under
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bstract

This work demonstrated the potential of using a secondary drift gas of differing polarizability from the primary drift gas for confirmation of a
ositive response for drugs or explosives by ion mobility spectrometry (IMS). The gas phase mobilities of response ions for selected drugs and
xplosives were measured in four drift gases. The drift gases chosen for this study were air, nitrogen, carbon dioxide and nitrous oxide providing a
ange of polarizability and molecular weights. Four other drift gases (helium, neon, argon and sulfur hexafluoride) were also investigated but design

imitations of the commercial instrument prevented their use for this application. When ion mobility was plotted against drift gas polarizability, the
esulting slopes were often unique for individual ions, indicating that selectivity factors between any two analytes varied with the choice of drift
as. In some cases, drugs like THC and heroin, which are unresolved in air or nitrogen, were well resolved in carbon dioxide or nitrous oxide.

2007 Elsevier B.V. All rights reserved.
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. Introduction

First introduced as an analytical technique in the late 1960s
or the detection of trace quantities of organic vapors [1,2], ion
obility spectrometry (IMS) has developed into one of the pri-
ary analytical methods used for the detection of explosives

3–18], drugs [19–24] and chemical warfare agents [25,26]. For
more complete discussion of IMS as a detection method for

xplosives and drugs of abuse see reference [27].
Despite years of development, IMS instruments, when

pplied to real samples, still experience false positive responses
27]. A false positive response rate less than 0.05 is currently
he Department of Homeland Security goal for identification
f explosives (www.dhs.gov/xres/). In general false positive
esponses occur when a compound or mixtures of compounds
onize and drift similar to the target compound. In these cases, the
nstrument indicates the presence of an explosive or drug when

n fact none were present. In order to ensure the absence of the
arget, more sophisticated analytical tests must be preformed as
ell as comprehensive searches of luggage or containers. Thus,

∗ Corresponding author. Tel.: +1 509 335 5648; fax: +1 509 335 8867.
E-mail address: hhhill@wsu.edu (H.H. Hill Jr.).
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ory tests

alse positive responses cost both time and money. The develop-
ent of simple methods that can serve as confirmatory tests for

urrently available commercial IMS systems would reduce the
evel of false positives and aid the identification of explosives,
rugs and chemical warfare agents in the field. The hypothesis
f this paper is that the use of an alternate drift gas, with polariz-
bility different from that of air, may provide a simple test which
an be used in the field to confirm or refute a positive response
or drugs or explosives.

The use of drift gas polarizability to alter the separation of
ons in an IMS was first reported in 1986 [28]. A study by
okushika et al. using carbon dioxide and nitrogen as drift gases
emonstrated that, under the normal operating conditions of an
MS, separation of reactant ion and product ion peaks were pos-
ible when carbon dioxide was used as the drift gas [28]. Prior to
his investigation, the only data available in the literature for IMS
tudies in carbon dioxide was performed at 25 ◦C [29]. At this
emperature all reactant ions in carbon dioxide were observed to
roduce essentially the same reduced mobility constant. Large
lusters were formed around the core ion such that both size

nd shape of the ion clusters were only weakly dependent on
he identity of the core ion. The conclusion from this early, low
emperature, studies was that mobility of ions in carbon dioxide
s largely independent of the ion species so long as the pressure
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Table 1 lists the molecular weight and polarizability of the drift
gases studied. The drift gases were doped with low concentra-
tions of ammonia (for drug selective detection) or methylene
dichloride (for explosive selective detection).

Table 1
Molecular weight and polarizability of drift gases

Drift gas MWt/g mol−1 Polarizability (10−24 cm3)a

Helium 4 0.21
Neon 20 0.40
Nitrogen 28 1.74
Air 28.8 1.71
Argon 40 1.64
Carbon dioxide 44 2.91
Fig. 1. Schematic cross-sectional view of the modified

s greater than 100 Torr and therefore carbon dioxide was con-
idered to be inadequate as a drift gas for IMS. With the 1986
nvestigation by Rokushika et al., it became clear that at higher
emperatures carbon dioxide could be used as a drift gas for IMS.

In ion mobility spectrometry, the separation factor is defined
s the ratio of the mobility (K1) of the faster drifting ion (low
rift time, td1) to the mobility (K2) of the slower drifting ion
high drift time, td2)

= K1

K2
= td2

td1

The use of different drift gases to alter separation factors (�)
n IMS was first demonstrated by Ashbury and Hill [30]. Using
elium, argon, nitrogen and carbon dioxide, they demonstrated
hat separation factors could be altered by using drift gases of dif-
erent polarizabilities. Matz et al. used helium, argon, nitrogen
nd carbon dioxide to investigate the ion mobility behavior for
ocaine/metabolites, amphetamines, benzodiazepines and pep-
ides [31]. They demonstrated that ion mobility separations of
arious drugs could be achieved in some drift gases which were
ot possible in others. Other studies used helium, the smallest
nd least polarizable drift gas, to derive a theoretical understand-
ng of the interaction between an ion and a gas [32–34]. Karpas
nd Berant on the other hand, demonstrated that, for a homolo-
ous series of compounds, drift times in a highly polarizable gas
an be predicted from those measured in a weakly polarizable
rift gas [35]. Russell and co-workers, also demonstrated that
he polarizability of gases for molecules from similar classes
uch as peptides had little effect on separation factors [36].

Thus, for small, dissimilar molecules such as drugs and explo-
ives, it may be possible to use alternate drift gases as a rapid field

onfirmatory test with commercial IMS instruments, reducing
he false positive response rate in the trace detection of drugs and
xplosives. To test this hypothesis, reduced mobilities of explo-
ives and drugs were measured in different drift gases with a

N
S

L

loop IMS Itemiser unit fitted with a thermal desorber.

ommercially available IMS instrument typical of that used in
he field.

. Experimental

.1. Instrumentation

The IMS used in this study was a commercially available
on mobility spectrometer called “The Itemiser” (GE Security,

ilmington, MA). A schematic of the IMS as it was operated
n this study is shown in Fig. 1. The IMS was modified to an
pen loop system for operation with the different drift gases by
isconnecting the pump used to recycle the drift gas flow and
onnecting the gas pneumatics directly to pressurized gas tanks
ontaining the drift gas of choice.

Eight drift gases (air, nitrogen, carbon dioxide, nitrous oxide,
elium, neon, argon and sulfur hexafluoride) were investigated.
itrous oxide 44 3.03
ulfur hexafluoride 146 6.54

a As tabulated in CRC Handbook of Chemistry and Physics, 70th ed., D.R.
ide Ed., CRC Press, Boca Raton, FL, 1989.
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Table 2
TD-IMS operating conditions summary

Drift tube length 3.9 cm
Reaction region length 6 mm
Drift tube voltage 980 V
Kick-out pulse 0.2 ms every 20 ms interval
Electric field 251 V cm−1

Drift tube temperature 205 ± 5 ◦C
Drift tube pressure 698–703 Torr
Desorption unit temperature 220 ◦C
Sample ionization 63Ni foil
Sample acquisition Surface filters or air collection
Drift gas flow 0.9 L min−1

Sampling time 5 s
Analysis time 2 s
Data processing Microsoft Excel 2003
Detection mode Positive ion mode (NH3 dopant)

negative ion mode (CH2Cl2 dopant)
Drift gases Helium; air; nitrogen; carbon
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Sample introduction into the instrument was achieved by
ipetting 1 �L sample onto sampling filters (GE Security, Wilm-
ngton, MA) made from silicone elastomeric membrane (50 �m
hick × 90 mm wide). After solvent evaporation, a filter con-
aining the know quantity of sample was inserted into the
nstrument’s thermal desorber. Samples were introduced into the
pectrometer by volatilization in a thermal desorption chamber
ttached to the front end of the instrument. For these investi-
ations the desorber was operated at 220 ◦C. Desorbed vapors
ere drawn into the IMS through a semi-permeable silicone
embrane (part no. PA005007, GE Security). The membrane

rotected the IMS tube from contamination by excluding par-
iculate matter from the system and minimizing the amount of

oisture entering the IMS tube.
Sample molecules passing through the membrane were car-

ied into the detector by the drift gas. Contrary to most IMS
nstrument, in the Itemiser design the drift gas flowed in the same
irection as the ions migrated. The drift gas (and the neutral ana-
ytes) flowed through an ionization chamber, 6-mm long, whose
alls were lined with a 10 MBq 63Ni radioactive foil, emitting

ow energy beta particles. As the drift gas flowed through the
hamber, both positive and negative reactant ions were formed.
hese reactant ions then interacted with neutral sample vapors

o produce compound specific product ions.
The electric field in the detector’s ionization chamber was

ormally zero, but at 20 ms intervals, short potential pulses were
pplied across the chamber. A “kick-out” pulse of 0.2 ms cre-
ted an electric field that forced the ions through an open grid
lectrode “E1” and into the ion drift region, where the ions were
ropelled towards the collector electrode by a constant and con-
inuous electric field. The square-wave kick-out pulse had an
mplitude of 1600 V. The ions then traveled to the collector
lectrode through the drift region where their arrival times were
ecorded.

The IMS drift tube had a length of 3.9 cm, a voltage of 980 V,
nd a temperature of 205 ± 5 ◦C. The electric field established
cross the drift tube was 251 V cm−1 and the drift gas flow rate
nto the IMS was 900 mL min−1. Pressure in the drift tube during

obility measurements varied from 698 to 703 Torr. Table 2
ummarizes the operating conditions and drift gases used in these
tudies.

All mobility data were collected by the Itemiser’s software.
nder normal operating procedures an average of four scans
as taken for each spectrum. Each spectrum (a combination of

our scans) was displayed in near real time. The spectrum view
ode was used to collect all data in this study and the software

isplayed 70 IMS spectrum (each a combination of four scans)
n the screen over 2 s. Each IMS spectrum selected within the
0 sets can be considered to occur at a specific time within a 2 s
ntegration/analysis time interval.

.2. Materials and reagents
Explosive compounds studied were 2,4,6-trinitrotoluene,
,4,6-TNT; cyclotrimethylenetrinitramine, RDX; pentaery-
hritol tetranirate, PETN; 1,3,5-trinitrobenzene, 1,3,5-TNB;
,3-dinitrobenzene, 1,3-DNB; 2,3-dinitrotoluene, 2,3-DNT;

e
c
n
u

dioxide; nitrous oxide; argon; neon;
sulfur hexafluoride

,4-dinitrotoluene, 2,4-DNT and 2,6-dinitrotoluene, 2,4-DNT.
rug compounds studied were cocaine; amphetamine, AMP;
ethamphetamine, METHAM; heroin; morphine, MORPH;

etrahydrocannabinol, THC; methylenedioxymethamphetamine
MDMA) and 2,4-lutidine. Chemicals chosen for these stud-
es were obtained from Sigma Aldrich Chemical Company
St. Louis, MO). Sample solutions were prepared by dilu-
ion with methanol (HPLC grade, J.T. Baker, Phillipsburgh,
J).

.3. Experiments

Liquid samples of drugs and explosives were prepared at
0 �g mL−1 and 2,4-lutidine prepared at 93 �g mL−1. One
icroliters sample volume corresponding to 50 ng of drug or

xplosive and 93 ng of 2,4-lutidine was deposited onto a clean
ampling filter. All injections on filters were allowed to dry
efore being introduced to the instrument. The methanol sol-
ent evaporated rapidly at room temperature leaving the analyte
f interest on the surface of the filters. The filters were then
laced in the detection slot of the vapor desorption unit for a
ampling time of 5 s. The sampling time was the time allowed to
eat the filters before desorption. Filters were cleaned by desorp-
ion in the instrument before their first use. Measurements were
aken in triplicates with blank measurements taken between runs.
xperiments were conducted to determine ion mobilities and
valuate mobility ratios in different drift gases for identification
f explosives and drugs.

.4. Calculations

All reduced mobility constants (K0) were calculated from

xperimentally determined drift times (td). The reduced mobility
onstants were calculated with reference to TNT ion for the
egative ion mode and 2,4-lutidine for the positive ion mode
sing Eq. (1) to correct for variations in temperature, pressure
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nd drift field.

0(unknown) = drift timestd

drift timeunknown
× K0(std)(cm2V−1s−1) (1)

here 1.54 ± 0.02 cm2 V−1 s−1 was the K0 value used for the
tandard TNT and 1.95 ± 0.01 cm2 V−1 s−1 was the K0 value
sed for the standard 2,4-lutidine in air, respectively [37].

. Results and discussion

.1. Drift gases

Eight drift gases (helium, air, nitrogen, neon, argon, carbon
ioxide, nitrous oxide and sulfur hexafluoride) were initially
hosen for study with the IMS instrument in the positive and
egative ion modes. However, instrumental limitations related
o the hardware and software design were observed with helium,
rgon, neon and SF6.

With argon and neon, a high current was observed for the
ackground. Fig. 2 is an example response from background
pectra with argon as drift gas. The high current background that
ccurred when using argon or neon was contributed by “penning
onization” [38]. Upon collisions with beta particles, argon and
eon form neutral metastables which can be carried through the
on gates and into the drift region of the spectrometer with the
arrier gas flow. Ionization in the drift region can occur through
he “penning ionization” process as shown below.

r∗ + Ar → Ar + Ar+ + e

e∗ + Ne → Ne + Ne+ + e

ecause the drift gas flow of the Itemiser is concurrent with ion

ow, the metastable gas was swept into the drift region of the
temiser and ions formed in the drift region through the penning
onization process created high background current and noise
hich interfered with the spectrum.

t
i
t

able 3
atabase of reduced mobility values for drugs and explosives in different drift gases

ompound MWt/g mol−1 K0 (Air)a [lit K0]

l− 35.5 3.05 [3.06]
,3-DNB 168 1.71
,3-DNT 182 1.66
,4-DNT 182 1.68 [1.67]
,6-DNT 182 1.67 [1.65]
,3,5-TNB 213 1.69
DX 222 1.47 [1.44]
NT 227 1.54 [1.53]
ETN 316 2.53 [2.51]
H4

+ 18 2.98
MP 135 1.66 [1.68]
ETHAM 149 1.63 [1.63]
DMA 193 1.47 [1.47]
orphine 285 1.23 [1.19]
ocaine 303 1.17 [1.17]
HC 314 1.06 [1.06]
eroin 369 1.06 [1.04]
,4-Lutidine 107 1.95 [1.95]

a K0 values are in cm2 V−1 s−1.
ig. 2. Ion mobility spectra illustrating the limitations of the instrumentation
esign when using argon as drift gas.

With helium drift gas, ions drifted too fast to be recognized
y the system’s computer. Thus, helium was eliminated from
he studies. The problem associated with SF6 was that the soft-
are could not display spectra beyond 16.5 ms. Because, SF6
ad the highest polarizability of the drift gases investigated, ion
rifts were too slow to be recorded by the instrument’s software.
lthough the reactant ion peak (RIP) was measurable in SF6,
roduct ion peaks occurred after the instrument’s drift time cut
ff. These limitations in instrument and software design reduced
he drift gases available for this investigation to air, nitrogen,
arbon dioxide and nitrous oxide.

.2. Reduced mobilities in alternate drift gases

.2.1. Reactant ions

Due to the high proton affinity of ammonia and the high elec-

ron affinity of methylene chloride, which were used as dopants
n this study, background spectra of ammonium ion (NH4

+) for
he positive ion mode and chloride ion (Cl−) in the negative ion

obtained from IMS

K0 (N2)a [lit K0] K0 (CO2)a K0 (N2O)a

3.02 [3.01] 1.34 1.37
1.71 0.98 1.02
1.63 0.97 1.00
1.67 [1.61] 1.00 1.02
1.66 [1.61] 1.00 1.02
1.70 1.01 1.03
1.47 [1.49] 0.94 0.95
1.54 0.96 0.96
2.53 [2.51] 1.33 1.33
2.96 1.46 1.44
1.67 [1.67] 1.02 1.00
1.64 [1.64] 1.03 1.00
1.47 0.94 0.92
1.23 [1.21] 0.85 0.83
1.18 [1.16] 0.80 0.78
1.06 [1.04] 0.75 0.74
1.06 [1.09] 0.79 0.77
1.95 [1.95] 1.20 1.18
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Fig. 4. Ion mobility spectra of (A) MDMA and cocaine mixtures and (B)
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ode were observed. The product ions reported in this study
esulted from the ion-molecular gas phase reaction of these
eactant ions with the neutral vapors of the drugs and explo-
ives introduced into the IMS. Table 3 lists molecular weights
f the drugs and explosives investigated along with the K0 values
f their product ions. For many of these drugs and explosives,
educed mobilities in these alternate drift gases have not been
reviously reported.

.2.2. Product ions from drugs
2,4-Lutidine with a known reduced mobility of

.95 ± 0.01 cm2 V−1 s−1 in air was used as the daily standard
o insure that the IMS unit was responding properly. Despite
umerous IMS investigations with 2,4-lutidine, its K0 values
n carbon dioxide and nitrous oxide had not been reported
reviously. They were determined to be 1.20 ± 0.02 and
.18 ± 0.01 cm2 V−1 s−1, respectively.

The differences in K0 values for a specific drug in different
rift gases can be attributed to the difference in polarizability of
he drift gases and thus the differences in interactions between
he analytes and the drift gasses. As expected, mobility decreased
s drift gas polarizability and mass of the ion increased. Increase
n drift gas polarizability has the effect of greater interaction
etween the drift gas and the established electric field across the
rift tube. This effect will result in ions drifting slowly in the IMS
rift tube, accounting for a decreased reduced mobility value. On
he other hand, as the size of the ion increases, the collision cross-
ection and thus the ionic radii of the ions increases, resulting
n a decreased reduced mobility value.

Fig. 3 shows positive mode IMS spectra of amphetamine
AMP) and methamphetamine (METHAM) in the four drift
ases studied. The ammonium reactant ion peak migrated in
ir and nitrogen with a time of 3.09 ± 0.01 and 3.12 ± 0.01 ms,

espectively. In carbon dioxide and nitrous oxide the RIP had
uch longer migration times of 6.32 ± 0.02 and 6.41 ± 0.03 ms,

espectively. Similarly, the response ions of both AMP and
ETHAM migrated with much longer times in the more

ig. 3. Ion mobility spectra for AMP and METHAM in different drift gases:
ir, nitrogen, carbon dioxide and nitrous oxide. The spectra demonstrated that
s the polarizability of the drift gas increases, mobility decreases. Furthermore
he arrival times of the pair of compounds were inverted as drift gas changes
rom low to high polarizability.
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ETHAM and cocaine mixtures. The results demonstrated the pattern of
esponses obtained for drug mixtures in different drift gases: air, nitrogen, carbon
ioxide and nitrous oxide.

olarizable drift gases. The product ion for AMP migrated
t 5.55 ± 0.01, 5.53 ± 0.01, 9.08 ± 0.01 and 9.27 ± 0.01 ms in
ir, nitrogen, carbon dioxide and nitrous oxide, respectively.
n the other hand, the product ion of METHAM migrated at
.66 ± 0.01, 5.63 ± 0.01, 8.97 ± 0.01 and 9.19 ± 0.01 ms in air,
itrogen, carbon dioxide and nitrous oxide, respectively. Note
hat in air AMP had a faster drift time than METHAM while
n carbon dioxide it had a slower drift time, demonstrating that
hese two drugs exhibited different interactions with low and
igh polarizable drift gases.

Fig. 4(a and b) provides other example spectra of drug mix-
ures using MDMA:Cocaine and METHAM:Cocaine. As with
he AMP and METHAM examples above an increase in drift gas
olarizability increased migration times. Reduced mobilities for
hese drugs in the different gases are given in Table 3. As shown
reviously, the mobilities of each of these drugs changed as a
unction of drift gas polarizability.

.2.3. Product ions from explosives

In the negative mode with CH2Cl2 as the dopant gas, TNT

as used as the mobility standard and its K0 values in both
arbon dioxide and nitrous oxide were reported for the first time
s 0.96 ± 0.01 and 0.96 ± 0.01 cm2 V−1 s−1, respectively.
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Fig. 5. Ion mobility spectra for 1,3,5-trinitro benzene (1,3,5-TNB) and 2,4-
dinitro toluene (2,4-DNT) in different drift gases: air, nitrogen, carbon dioxide
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be clearly seen from the table, the slopes for some compounds
vary significantly while others are similar.

The smaller, more compact ions such as Cl−, NH4
+ and

NO2
− (the product ion from PETN) where the charge density is

Table 4
Linear regression data for plots of reduced mobility vs. polarizability of four drift
gases (air, nitrogen, carbon dioxide & nitrous oxide) obtained from explosive
and drug ions

Compound MWt/g mol−1 Reduced mobility

(−) Slope Intercept R2

Cl− 35.5 1.36 ± 0.03 5.33 ± 0.40 0.99
1,3-DNB 168 0.57 ± 0.02 2.68 ± 0.30 0.99
2,3-DNT 182 0.53 ± 0.01 2.55 ± 0.21 0.99
2,4-DNT 182 0.53 ± 0.01 2.59 ± 0.22 0.99
2,6-DNT 182 0.53 ± 0.01 2.58 ± 0.24 0.99
1,3,5-TNB 213 0.54 ± 0.03 2.63 ± 0.41 0.99
RDX 222 0.42 ± 0.01 2.19 ± 0.21 0.99
TNT 227 0.46 ± 0.01 2.31 ± 0.32 1.00
PETN 316 0.96 ± 0.02 4.18 ± 0.41 0.99
NH4

+ 18 1.22 ± 0.02 5.07 ± 0.13 1.00
AMP 135 0.53 ± 0.01 2.58 ± 0.21 1.00
METHAM 149 0.49 ± 0.02 2.49 ± 0.10 1.00
MDMA 193 0.44 ± 0.02 2.23 ± 0.10 1.00
Morphine 285 0.31 ± 0.03 1.77 ± 0.20 1.00
nd nitrous oxide. The spectra demonstrated that as the polarizability of the drift
as increases, mobility decreases. Furthermore the arrival times of the pair of
ompounds switches as drift gas changes from low to high polarizability.

Fig. 5 shows examples of negative ion mobility spectral over-
ays of a background, 1,3,5-trinitro benzene (1,3,5-TNB) and
,4-dinitro toluene in the different drift gases. When operating
n the negative mode, the reactant ion peak is the Cl− ion. Drift
imes for the reactant ion peak were 3.05 ± 0.02, 3.08 ± 0.01,
.92 ± 0.01 and 6.77 ± 0.03 ms in air, nitrogen, carbon diox-
de and nitrous oxide, respectively. These drift times produced
he following respective reduced mobility values: 3.05 ± 0.03,
.01 ± 0.02, 1.34 ± 0.01 and 1.37 ± 0.01 cm2 V−1 s−1. These
alues compared well with those reduced mobility values
eported previously in the literature for chloride ion in air and
itrogen of 3.06 ± 0.02 and 3.01 ± 0.01 cm2 V−1 s−1, respec-
ively [37]. The mobilities of Cl− ion in drift gases of
arbon dioxide and nitrous oxide have not previously been
eported in the literature. In these studies they were mea-
ured to be 1.34 ± 0.02 cm2 V−1 s−1 in carbon dioxide and
.37 ± 0.01 cm2 V−1 s−1 for nitrous oxide, respectively. Similar
o Cl− ion, the response ions of both 1,3,5-TNB and 2,4-DNT

igrated with much longer times in the more polarizable drift
ases. The product ion for 1,3-TNB migrated at 5.49 ± 0.02,
.45 ± 0.02, 9.22 ± 0.02 and 9.03 ± 0.02 ms in air, nitrogen, car-
on dioxide and nitrous oxide, respectively. On the other hand,
he product ion of 2,4-DNT migrated at 5.54 ± 0.01, 5.56 ± 0.01,
.32 ± 0.01 and 9.11 ± 0.01 ms in air, nitrogen, carbon dioxide
nd nitrous oxide, respectively. As with the case of the drugs
MP and METHAM, 1,3,5-DNB had a faster drift time than
,4-DNT in air while in carbon dioxide 1,3,5-DNB had a slower
rift time than 2,4-DNT.

Similarly to the positive mode data, the mobility of product
ons decreased as the polarizability of the drift gases increased.

ith the negative ion studies, however, some deviations were
bserved with respect to the mass of an explosive ion and the
xpected K0 value. For example the highest mass of explo-

ives studied was that for PETN with molecular weight of
16 g mol−1. PETN however showed the highest K0 value for
ll explosives studied. The response ion for PETN was identi-
ed by drift time to be that of NO2

− ion. In this investigation,

C
T
H
2
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he thermal desorber was operated at 220 ◦C using the drugs
ode desorber rather than at 180 ◦C normally used for explosive

etection. Thus, the NO2
− ion may have resulted from thermal

ecomposition of PETN.
The chloride ion, as well as the product ions of 1,3-DNB, 2,3-

NT, 2,4-DNT, 2,6-DNT,1,3,5-TNB and RDX were all found
o drift slower in carbon dioxide than in nitrous oxide while
he product ions of 2,4,6-TNT and PETN produced similar drift
imes in carbon dioxide to those in nitrous oxide (see Table 3).

.3. Relative mobilities of ions in different drift gases

While it is clear from the previous discussion that ion mobil-
ty values of a given analyte ion will decrease with increasing
ass and polarizability of the drift gas, it also appears that

hese increases may not be proportional for all ions. If they
ere proportional, as determined by Russell and co-workers

36] and Karpas and Berant [35] for ions of similar structure,
hen alternate drift gases would be of little use for effecting
ovel separations or for use as a confirmatory test in the field.
ne easy way to determine the proportionality of mobilities in
arious drift gases is to plot mobility with respect to drift gas
olarizability. Plots of reduced mobility versus drift gas polar-
zability were linear with correlation coefficients ≥0.99. The
inear regression data summarized from these plots are shown
n Table 4. The slopes of these plots provide information on
roportionality. If the slopes are the same, then the mobilities
re proportional with polarizability and no separation or iden-
ification advantages exists with changes in drift gases. As can
ocaine 303 0.31 ± 0.01 1.70 ± 0.10 1.00
HC 314 0.25 ± 0.01 1.50 ± 0.20 1.00
eroin 369 0.22 ± 0.02 1.44 ± 0.10 1.00
,4-Lutidine 107 0.61 ± 0.01 2.99 ± 0.10 1.00
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Table 5
Relative mobility ratios for drugs

Compound K0 (Air)/K0 (Air) K0 (N2)/K0 (Air) K0 (CO2)/K0 (Air) K0 (N2O)/K0 (Air)

NH4
+ 1.00 ± 0.01 0.99 ± 0.01 0.49 ± 0.01 0.48 ± 0.01

2,4-Lutidine 1.00 ± 0.01 1.00 ± 0.01 0.62 ± 0.01 0.61 ± 0.01
AMP 1.00 ± 0.01 1.01 ± 0.01 0.61 ± 0.01 0.60 ± 0.01
METHAMP 1.00 ± 0.01 1.01 ± 0.01 0.63 ± 0.01 0.61 ± 0.01
MDMA 1.00 ± 0.01 1.00 ± 0.01 0.64 ± 0.01 0.63 ± 0.01
Morphine 1.00 ± 0.01 1.00 ± 0.01 0.69 ± 0.01 0.67 ± 0.01
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ocaine 1.00 ± 0.01 1.01 ± 0.
HC 1.00 ± 0.01 1.00 ± 0.
eroin 1.00 ± 0.01 1.00 ± 0.

igh, produced the larger slopes of 1.36, 1.22 and 0.96, respec-
ively. Larger product ions, where the charge density is relatively
ow, produced the smaller slopes (0.22 for heroin) and were less
ffected by the polarizability of the drift gas. Thus, it would
eem that ions with high charge density are capable of more
fficiently polarizing gases with high polarizability than are ions
ith a lower charge density.
Table 4 provides a wealth of information with respect to the

eparation and identification of ions by the use of alternate drift
ases. In summary, there are three conditions of interest:

1) When both the slope and intercept of reduced mobility
versus polarizability plots are the same, no separation or
qualitative information is possible by varying the drift gas.
Compounds which fall into this category include the dini-
trotoluenes. They all have slopes of 0.53 and intercepts of
2.55–2.59.

2) When the slope is the same but the intercepts are different,
ions can be separated by IMS in all gases but no qualita-
tive information is obtained by varying the drift gas. An
example of this class would be morphine and cocaine. Both
have slopes of 0.31 but they have intercepts of 1.77 and
1.70, respectively. These drugs can be separated in all drift
gases but varying the drift gas does not provide additional
information on their identity.

3) The third case is where ions have a different slope. In
this case, ions can potentially be separated in one gas but

not in another and changes in drift gas provide additional
qualitative information. Compounds which fall into this
classification include heroin and cocaine where the slopes
are 0.22 and 0.31, respectively. Other examples of this class

i
o
a

able 6
elative mobility ratios for explosives

ompound K0 (Air)/K0 (Air) K0 (N2)/K0 (Air

l− 1.00 ± 0.01 0.99 ± 0.01
,3-DNB 1.00 ± 0.02 1.00 ± 0.02
,3-DNT 1.00 ± 0.02 0.98 ± 0.02
,4-DNT 1.00 ± 0.01 0.99 ± 0.01
,6-DNT 1.00 ± 0.01 0.99 ± 0.01
,3,5-TNB 1.00 ± 0.02 1.01 ± 0.02
DX 1.00 ± 0.01 1.00 ± 0.01
NT 1.00 ± 0.01 1.02 ± 0.01
ETN 1.00 ± 0.02 1.00 ± 0.02
0.68 ± 0.01 0.67 ± 0.01
0.71 ± 0.01 0.70 ± 0.01
0.75 ± 0.01 0.73 ± 0.01

of compounds include DNT and RDX with slopes of 0.53
and 0.42; DNT and TNT with slopes of 0.53 and 0.46 and
TNT and PETN with slopes of 0.46 and 0.96.

Changes in relative mobilities of ions in one drift gas relative
o another allow the use of alternate drift gases for compound
onfirmation. Tables 5 and 6 provide mobility ratios relative to
ir for the drugs and explosives tested in this study. For example,
he ratio of the reduced mobilities of the product ion for cocaine
n carbon dioxide to that in air was determined to be 0.68 ± 0.01
nd that for amphetamine was found to be 0.61 ± 0.01. Thus,
y comparing the two drugs in the two different gases, addi-
ion qualitative information can be obtained. If an ion mobility
eak has the same mobility as amphetamine in air and the same
elative mobility as amphetamine in carbon dioxide then the
robability that the ion producing this peak was the product ion
or the drug amphetamine is higher than if only the mobility
eak in air is used as the qualifying data.

Even when relative mobilities are similar such as the case
ith amphetamine and methamphetamine clear destitutions can
e made in the spectrum. For example, the carbon dioxide/air
elative mobilities of amphetamine and methamphetamine were
ound to be 0.61 ± 0.01 and 0.63 ± 0.01, from the spectra shown
n Fig. 3. It was clear that the compounds reversed elution
atterns from gases of high to low polarizability. In air the
mphetamine eluted before the methamphetamine while in car-
on dioxide it eluted after the methamphetamine.
While the example of amphetamine and methamphetamine
s one in which the relative mobilities are similar, the example
f THC and Heroin provide a clear example of the effect of
lternate drift gas on relative mobilities. The carbon dioxide/air

) K0 (CO2)/K0 (Air) K0 (N2O)/K0 (Air)

0.44 ± 0.01 0.45 ± 0.01
0.57 ± 0.02 0.60 ± 0.02
0.58 ± 0.02 0.60 ± 0.02
0.60 ± 0.01 0.61 ± 0.01
0.60 ± 0.01 0.61 ± 0.01
0.60 ± 0.02 0.61 ± 0.02
0.64 ± 0.01 0.65 ± 0.01
0.64 ± 0.01 0.64 ± 0.01
0.53 ± 0.02 0.53 ± 0.02
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ig. 6. Ion mobility spectra of heroin and tetrahydrocanabinol (THC) in different
rift gases: air, nitrogen, carbon dioxide and nitrous oxide. The spectra illustrates
he two compounds can be resolved with high-polarizability drift gases carbon
ioxide and nitrous oxide.

elative mobility of THC was measured to be 0.71 ± 0.01 and
he relative mobility of heroin was 0.75 ± 0.01. As shown in
ig. 6, THC and heroin could not be separated in air but were
ell separated in carbon dioxide and nitrous oxide.

. Conclusion

Reduced mobility values for drugs and explosives measured
n various drift gases indicate that relative mobilities of some
rugs and explosives vary significantly and reproducibly. This
ariance in relative mobility among drift gases demonstrated
hat confirmatory tests for explosive or drug detection may be
erformed rapidly in the field by simply changing drift gas com-
osition. For example, a small carbon dioxide cylinder could be
ttached to the back of a commercial IMS unit and used to switch
etween air and carbon dioxide drift gases to confirm results for
rugs and explosives and reduce the incidence of false posi-
ive responses. In addition, the choice of drift gas can have a

odest effect on separation selectivity (similar to GC stationary
hases), in some cases enabling the resolution of hard-to-resolve
ompounds by the prudent choice of the IMS drift gas.

The use of secondary drift gases for confirmation is somewhat
imited in IMS instruments with low resolving powers such as
hose currently used in the field. Instruments with higher resolv-
ng powers, however, would reduce the number of false positive
esponses to drugs and explosives due to better ion mobility dis-
rimination between the target compound and interfering ions as
ell as the potential of using secondary gases for added identity

onfirmation.
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bstract

The last two decades have witnessed growing scientific and public concerns over endocrine disrupting compounds (EDCs) that have the potential
o alter the normal structure or functions of the endocrine system in wildlife and humans. In this study, the phenolic EDCs such as alkylphenol,
hlorinated phenol and bisphenol A were considered. They are commonly found in wastewater discharges and in sewage treatment plant. In order
o monitor the levels and seasonal variations of phenolic EDCs in various aquatic environments, a total of 15 water samples from the discharged
ffluent from sewage and wastewater treatment plants and river water were collected for 3 years. Ten environmental phenolic EDCs were determined
y GC–MS and laser-induced fluorescence (LIF). GC–MS analysis revealed that most abundant phenolic EDCs were 4-n-heptylphenol, followed
y nonlyphenol and bisphenol A during 2002–2003, while 4-t-butylphenol and 4-t-octylphenol were newly detected in aquatic environments in
004.

The category of phenolic EDCs showed similar fluorescence spectra and nearly equal fluorescence decay time. This makes it hard to distinguish
ach phenolic EDC from the EDCs mixture by LIF. Therefore, the results obtained from LIF analysis were expressed in terms of the fluorescence
ntensity of the total phenolic EDCs rather than that of the individual EDC. However, LIF monitoring and GC–MS analysis showed consistent
esult in that the river water samples had lower phenolic EDCs concentration compared to the effluent sample. This revealed a lower fluorescence

ntensity and the phenolic EDCs concentration in summer was lower than that in winter. For the validation of LIF monitoring for the phenolic
DCs, the correlation between EDCs concentration acquired from GC–MS and fluorescence intensity from LIF was obtained (R = 0.7379). This
tudy supports the feasibility of the application of LIF into EDCs monitoring in aquatic systems.

2007 Elsevier B.V. All rights reserved.
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eywords: Endocrine disrupting compounds (EDCs); Effluent and river water

. Introduction

For the past several decades, human activities have increased
he production of many xenobiotics, indicating unknown fates
n the natural water system. The compelling evidence has been
ccumulated showing that some of these natural and synthetic

hemical compounds can mimic or antagonize the normal func-
ioning of endocrine systems and can cause reproductive and
mmune system problems in wildlife [1–4]. These chemicals
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es; GC–MS; Laser-induced fluorescence (LIF); Seasonal variation

re generally considered to be endocrine disrupting chemicals
EDCs). Regarding various EDCs, phenolic compounds known
s xenoextrogens, such as alkylphenols and bisphenol A, are
ot produced naturally. It means that their presence in the
nvironment is solely a consequence of anthropogenic activ-
ty. Alkylphenols (APs) in environments are mainly originated
rom the degradation of alkylphenol polyethoxylates (APEs),
hich have been used as nonionic surfactants or detergents

n industries and households [1,5–6]. Bisphenol A is released

hrough its use in polycarbonate plastics, epoxy resins and phe-
oxy resins, which are utilized in food storage containers and in
ental sealants [7]. These phenolic EDCs have been introduced
nto the aquatic system and organisms not only through the
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ischarge from industrial and municipal wastewater treatment
lant effluents, but also due to direct discharge such as through
esticides [8–10]. Also, several studies have examined the occur-
ence and distribution of PCBs, PAHs and APs in sediment and
ater samples from Lake Shihwa, Masan Bay, Heyongsan River

nd Ulsan Bay in Korea [11–14]
This globally increased concern toward EDCs induced a

ecessity to develop highly sensitive and specific analytical tools
or their determination in environmental samples. The analytical
etermination of EDCs has been dominated by chromatographic
ethods (GC and LC) coupled to sensitive and specific detection

ystems, such as MS. It has also been preceded by complicated,
ime- and labor-consuming sample preparation [15–17].

Fluorescence spectroscopy using laser as light sources has
een recognized as a promising analytical tool for in situ envi-
onmental analysis to overcome the limitation of the traditional
onitoring techniques using GC and LC. Even though these

xcellent laboratory techniques can be developed for the selec-
ive analysis of EDCs, environmental monitoring still requires
ast, selective and sensitive in situ pollutant detection [18,19].

Most aromatic hydrocarbons are excited in the ultraviolet
nd visible spectral range, and the high intensity of their fluores-
ence signals can be used for the detection of these contaminants.
specially polycyclic aromatic hydrocarbons (PAHs) was suc-
essfully detected in water samples such as river near former
aswork location [20–24] and soil samples [25] at a high level

f sensitivity by using the laser-induced fluorescence (LIF)
echnique in combination with fiber optic guidance of the excit-
ng laser beam and of the induced fluorescence light. The LIF

onitoring techniques provide significant advantages, such as

l
4
n
o

Fig. 1. The location of 1
3 (2007) 674–683 675

educed time and cost of the analysis, and bypass the compli-
ated experimental procedures, such as sampling, clean up and
xtraction. As a portable, and power independent system, it can
lso be easily used for continuous in situ monitoring [19,21–24].
owever, it is rare that the application of LIF into phenolic

ompounds monitoring except for laboratory experiments of
ingle phenol molecule detection limits [19]. Therefore, in this
tudy, a LIF method as powerful tools for monitoring phenolic
ompounds was examined.

The class of target phenolic EDCs, which was used in this
tudy, is chlorophenols, bisphenol A and alkylphenol. The objec-
ives of this study were to monitor the level of environmental
henolic EDCs in various aquatic samples and to investigate the
easibility of the LIF application into in situ monitoring of phe-
olic EDCs in the water system. For the validation of the LIF
pplication to EDC monitoring, the relationship between ana-
ytical results of total phenolic EDCs concentrations by GC–MS
nd LIF intensity was also compared for the 15 water samples
rom sewage and wastewater treatment plants and river system.

. Experimental

.1. Chemicals and reagents

All reagents were of analytical reagent grade. The pheno-

ic EDCs studied were: 2,4-dichlorophenol, 4-tert-butylphenol,
-n-butylphenol, 4-n-hexylphenol, 4-n-heptylphenol, nonylphe-
ol, 4-n-octylphenol, pentachlorophenol, and bisphenol A. All
f the phenols were purchased from the Aldrich Chemical Co.

5 sampling sites.
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Table 1
List of the 15 water samples used for phenolic EDC monitoring

Sample no. Sampling sites Remarka Sampling time

2002 2003 2004

September October February May August

1 Yeonwoo Bridge, Watan-chun, Youngkwang R
√ √ √ √ √

2 Songjung Bridge, Hwangryoung River R
√ √ √ √ √

3 Hanam (II) Bridge, Geugrak River R
√ √ √ √ √

4 Sandong Bridge, Youngsan River R
√ √ √ √ √

5 Sochon Brideg, Hwangryoung River R – –
√ √ √

6 Chipyung-dong, Gwangju S
√ √ √ √ √

7 Songdae, Gwangju S – –
√ √ √

8 GIST, Gwangju S
√ √ √ √ √

9 Jangsung, Chonnam S
√ √ √ √ √

10 Damyang, Chonnam S
√ √ √ √

–
11 Hwasoon, Chonnam S

√ √ √ √ √
12 Youngam, Chonnam W – –

√ √ √
13 Gumsung, Damyang, Chonnam W – –

√ √ √
1 – –

√ √ √
1 – –

√
–

√

ffluent sample from wastewater treatment plant.

o
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Table 2
Selected ion groups for the monitoring of phenolic EDCs

Analyte Retention time
(min)

Quantification
ion

Confirmation
ion

2,4-Dichlorophenol 10.15 162 63/98/126
4-tert-Butylphenol 11.51 135 107/150/41
4-n-Butylphenol 12.65 107 150/77/121
4-n-Hexylphenol 14.49 107 178/77/39
4-tert-Octylphenol 15.56 135 107/41/119
4-n-Heptylphenol 16.48 107 192/77/41
Nonylphenol 16.79 135 107/149/121
Pentachlorophenol 17.37 266 165/95/202
4
B

1
2
6
2

t
s
o
i
r

2

U
d
l

4 Dongmeon, Hwasoon, Chonnam W
5 Sochon, Gwangju W

a R: sample from river; S: effluent sample from sewage treatment plant; W: e

Stock standard solutions were prepared by dissolving 10 �g
f each target compound into 10 ml of dichloromethane (DCM)
nd stored in an amber glass vial at −20 ◦C. The working stan-
ard solutions were further diluted from the stock solution with
ichloromethane (DCM) and placed in a dark glass bottle and
tored at 4 ◦C.

.2. Sample preparation

Aquatic samples were collected from fifteen sites. Five water
amples were collected from local rivers (Youngsan, Geugrak,
wangryoung River and Watan-chun). Six samples were col-

ected from local sewage treatment plants (Gwangju, GIST
Gwangju Institute of Science and Technology), Songdae, Jang-
ung, Damyang and Hwasoon), and four samples were also
ollected from local wastewater treatment plants (Youngam,
umsung, Dongmeon and Sochon) (Fig. 1). Details about sam-
ling site and times were described in Table 1. Fig. 2 shows
flow chart detailing pretreatment prior to the use of GC–MS

n EDC monitoring. Each sample was prepared and extracted
n duplicate to be used for GCMS analysis and for the LIF
nalysis.

.3. GC–MS analysis

Aqueous samples were analyzed for the phenolic EDCs using
n HP 5890 capillary GC instrument equipped with a Shimadzu
P5000 mass selective detector (MS) in the selective ion mon-

toring (SIM) mode. System control and data acquisition were
erformed with the HP MSD Chemstation containing the Wiley
ibrary. The selected ion groups and the retention time of each

arget compound are listed in Table 2. One microliter of sam-

les was injected through an autosampler AOC-17 (Shimadzu)
nto the HP-5MS capillary column coated with 5% diphenyl
nd 95% dimethylpolysiloxane (30 m × 0.25 mm × 0.25 m film
hickness). Helium gas was used as a carrier gas at a flow rate of

d
n
o
c

-n-Octylphenol 17.41 107 206/96/77
isphenol A 21.66 213 228/119/91

ml/min. The temperature of the injection port and detector was
80 and 290 ◦C, respectively. The oven temperature was held at
0 ◦C for 4 min and increased at a rate of 10 ◦C/min from 60 to
80 ◦C, and finally held at 280 ◦C for 5 min.

Surrogate standards were added to each sample before extrac-
ion to confirm the extraction procedure. Procedural blanks,
olvent blanks and control samples were included in each batch
f analyses. A calibration standard solution of 1 �g/ml was
njected in duplicate to monitor the instrumental sensitivity and
eproducibility every time before sample analysis.

.4. LIF analysis

The compact LIF system is comprised of four parts: a pulsed
V laser, a fiber-optic probe, a detection unit for time resolved
etection and spectrally resolved detection of the fluorescence
ight, and the control and data acquisition unit (Fig. 3). A

iode laser pumped neodymium-doped yttrium aluminium gar-
et (Nd:YAG) laser deliver 7 ns pulses at 266 nm with energies
f 40 �J at a 100 Hz repetition rate. The detection unit is an opti-
al multi-channel analyzer with a time resolution of 5 ns, which
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Table 3
Concentration of detected target phenolic EDCs in water samples during 2002–2003

Sampling time Concentration of target EDCs (�g/l)

2,4-Dichlorophenol 4-n-Butylphenol 4-n-Hexylphenol 4-n-Heptylphenol 4-n-Octylphenol 4-t-Butylphenol 4-t-Octylphenol Nonylphenol Bisphenol A Penta-chlorophenol

2002 2003 2002 2003 2002 2003 2002 2003 2002 2003 2002 2003 2002 2003 2002 2003 2002 2003 2002 2003

Yeonwoo B (R)a – – – – – – 362.7 159.2 – – – – – – 135.7 65.9 38.7 36.8 – –
Songjung B (R) – – – – – – 361.1 166.4 20.9 – – – – – 244.8 62.8 29 39.4 – –

399 163.5 – – – – – – – 44.2 24.6 – – –
377.3 133.8 – – – – – – 182.8 74.4 29.3 20.2 – –

– – – – – – – – – – – – – –
345.5 106.5 – – 29.3 – – – 93.8 122.7 43.2 36.6 – –

– – – – – – – – – – – – – –
– 180.6 – – 218.2 – 185.9 – 299.2 143.8 213.6 34.2 – –

376.4 137.4 – – 25.7 – – – 327.3 110.7 39.3 24.8 54.2 –
384.1 162.1 21 – – – – – 57.4 92.1 39.6 43.5 – –
333 79.5 – – – – – – 186.6 86.4 35.9 46.1 – –
Hanam B (R) – – – – – –
Sandong B (R) – – – – – –
Sochon B (R) – – – – – –
Gwangju–CP (S) – – – – – –
Songdea (S)b – – – – – –
GIST (S) 213.4 – – – 101.6 –
Jangsung (S) 19.1 – – – – –
Damyang (S) – – – – – –
Hwasoon (S) 17.4 – – – – –
677

‘−’: not detected.
a R: river.
b S: sewage treatment plant.
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The EDCs were determined using a LIF system equipped
ith a fiber optic sensor. The results of the measurement

re expressed in a 3D matrix, comprised of the fluorescence
ntensity (IF) against time and emission wavelength. In order
o acquire the characteristic decay time and wavelength cov-
rage of each EDC, the spectra of each EDC sample with
mg/l were recorded with the LIF system. For calibration of

he LIF system, measurements were conducted using a sin-
le phenolic EDC solution and mixtures solution with 0, 10,
0, 100, 200, and 500 �g/l. The detection limits of each EDC
nd total EDCs were calculated from this linear regression.
he detection limits were calculated as the sum of the triple
tandard deviation of the blank (n = 8) and the intercept of

he calibration plot. Five measurements per each sample from
5 sites were recorded and averaged to get total fluorescence
ntensity.

T
o
c

Fig. 4. Seasonal variation of detected target phen
3 (2007) 674–683

. Results and discussion

.1. GC–MS analysis of phenolic EDCs in aquatic samples

The river, sewage and wastewater treatment plant water sam-
les collected in Chunnam Province, Korea, were analyzed to
dentify the existence of phenolic EDCs using GC–MS. These
onitoring activities regarding phenolic EDCs contamination

n the environment were carried out from September 2002 to
ugust 2004. The concentration of 10 phenolic EDCs from 15

ites during 2002–2003 are shown in Table 3.
Below, the discussion is divided two groups. The first group

ncludes the concentration of phenolic EDCs during 2002–2003.

he second group includes measurement data set for 2004 to
bserve seasonal variations. The standard deviation for the dupli-
ate samples was lower than 8%. The recovery of the surrogates

olic EDCs during sampling duration 2004.
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concentrations ranging from 40 to 280 �g/l. Nonylphenol and
bisphenol A were continually detected during the period 2004.
The high level of bisphenol A was also detected in the dry season
and the detectable concentration is almost similar in less than
E.-J. Ko et al. / Tala

as also within the range of 75–115%. The detection limit
as 10 �g/l for all target phenolic EDCs.
Among the 10 phenolic EDCs studied here, the most abundant

ompound during the period 2002–2003 was 4-n-heptylphenol,
ith 60% of the samples, followed by nonylphenol and bisphe-
ol A, which were mostly detected in river and sewage treatment
ffluent samples with 53.3% of the sample size, respectively.
onylphenol, octylphenol as well as bisphenol A were the
ostly detected phenolic compounds in aquatic environment

11–14], and this corresponds with the occurrence of phenolic
ompounds for Chennam province in this study. It is also inter-
sting that the most abundant compound is 4-n-heptylphenol
ather than nonylphenol considering that degradation of linear
hain isomer is faster than branched. However, the degradation
ate is determined by several factors such as the chemi-
al structures of the alkylphenol isomers, activity of amount
f microorganisms and surrounding environment [27]. 4-n-
eptylphenol was found at the highest concentration in the water

amples, except for wastewater treatment water samples, which
anged from 333 to 399 �g/l and from 79.5 to 180.6 �g/l in
002 and 2003, respectively. Nonlyphenol concentration was
etween 57.4 and 327.3 �g/l and between 44.2 and 143.8 �g/l
n 2002 and 2003, respectively. For bisphenol A, the average
oncentration showed no significant differences in 2002 and
003, with value of 34.95 �g/l(±6.52) and 35.2 �g/l(±8.81),
espectively except for GIST sewage treatment effluent sam-
les. The concentration of nonylphenol is three times higher
han those for Lake shihwa [11]. There is no significant change
n water sample from river and sewage treatment plant efflu-
nt. This can be explained by the unsuccessful operation of
ewage treatment facilities and unpermitted discharges. Also,
hese water samples were collected from river and sewage treat-

ent plant, indicating that these compounds not originated from
ndustrial application. For other phenolic EDCs, trace levels in
he range of non-detectable to 29.3 �g/l were detected in river
ater as well as in sewage treatment effluent samples, except

or 4-n-butyphenol. Also, detected compounds were lower than
0% of the sample size. An overall assessment of the results
eveals that in 2002 the effluent sample from GIST was the most
ontaminated sample by target EDCs in this study, with six of
he ten target compounds being detected. Furthermore, the con-
entration of target compounds was significantly higher in the
amples from GIST in 2002–2003, in comparison to concentra-
ions measured in other samples. This means that the treatment
rocess was not successful as a means to control the phenolic
ompounds level. The sewage treatment effluent from Jangsung
lso had the highest concentration for 4-n-heptylphenol as well
s nonylphenol, with six of the ten target compounds being
etected.

On the other hand, water samples from 15 sites were collected
hree times (February, May and August) in 2004 to determine the
easonal variation in phenolic EDCs. These results indicated that
onylphenol, one of the most abundant phenolic EDCs during

002–2003, as well as 2-4-dichlorophenol and 4-n-hexylphenol,
ere not detected in most samples during 2004. Contrarily, 4-

ert-butylphenol and 4-tert-octylphenol newly appeared in 2004,
nd were not detected in any sample collected during 2003.

F
5

3 (2007) 674–683 679

The seasonal variation of target compounds from river and
ffluent samples showed the concentration of EDCs in sum-
er is lower than that in winter in most samples (Fig. 4). The
ost abundant compound was 4-tert-butylphenol, followed by

-tert-octylphenol. 4-tert-butylphenol was present in more than
0 % of the samples with concentrations ranging from 95 to
80 �g/l. This concentration in river water during the rainy sea-
on (May and August), were mostly below their detection limit.
he concentration of 4-tert-butylphenol was found to be in a

ange from less than LOD(limit of detection) to 100 �g/l in more
han 53% of samples in the dry season (February). Also, it was
bserved that the frequency and concentration of the pheno-
ic EDCs being detected decreased in the rainy season. It can be
xplained in part that the degradation rate of alkylphenol is faster
n summer than winter [28]. 4-n-butylphenol, 4-n-octylphenol
nd pentachlorophenol detected in water samples were mostly
ess than LOD and few measurable quantities of these com-
ounds were found in less than 11.1% of all water samples with
ig. 5. Fluorescence spectra of (a) 4-butylphenol 5 mg/l and (b) bisphenol A
mg/l.
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1% of all water samples. However, 4-n-heptylphenol showed
o significant differences in concentration over the monitoring
eriod of 2003 and 2004.

As a result, the concentrations of target compounds in sam-
les obtained during 2002 were higher than those of 2003–2004,
nd the levels of target compounds in effluent samples were
igher than those of river samples.

.2. LIF spectroscopy monitoring of phenolic EDCs in
quatic samples

The level of each phenolic EDC from standard solution and
otal phenolic EDCs from the water sample collected from 15
ites were measured with a LIF sensor. It was observed that
here are many difficulties when differentiating each phenolic
DC from fluorescent compounds present in the aquatic sys-

em. The first reason is that the wavelength coverage of each
henolic EDC is very similar, revealing a characteristic spectra
ange from 285 to 355 nm with a peak wavelength of 308 nm
30]. Generally, it could be used that the difference in fluores-

ence decay times in order to distinguish spectrally similar PAHs
24,31]; however, only minor differences are observed in the
uorescence decay times (2.0–2.5 ns) as well as in the emission
pectra for phenolic EDCs. Therefore, we consider total phe-

p
o
c
i

ig. 6. Fluorescence spectra of EDCs from (a) sample from river, (b) effluent sample f
lant and (d) fluorescence intensity (IF, 285–355) according to 15 field sites (2004. 2).
3 (2007) 674–683

olic EDCs fluorescence intensity which could be expressed as
he concentration of total phenolic EDCs. Furthermore, for dis-
hargeable water quality as well as river water quality, there is
o individual standard for the various phenolic EDCs in Korea.
nstead, there is a water quality criterion for a class of phenol as
concept of total phenolic compounds for dischargeable water

s follows: less than 1 mg/l for clean region and less than 3 mg/l
or the other regions. Here, the other fluorescent compounds
uch as EPA 16 PAH, which could interfere the classification
f phenolic compounds from water samples, could be excluded
ue to their relatively long fluorescence decay time of more than
ns. For anthracene, with its similar decay time, its character-
stic spectra wavelength ranged from 375 to 455 nm, resulting
n excluding it from fluorescence spectra of the phenolic EDCs.
n addition, chemometric method using time resolved data from
IF analysis was successfully applied for qualification of PAHs

n environmental samples [26,31].
The other difficulty is the detection of chlorophenols, includ-

ng the PCPs (pentachlorophenol) and 2-4-dichlrophenol of
nterest in this study. Their fluorescence was negligible com-

ared to the other classes of phenolic EDCs due to the existence
f chlorine on the aromatic benzene ring hindering the fluores-
ence [29]. Therefore, the total ten phenolic EDCs fluorescence
ntensity was not taken into account. Given this, only the

rom sewage treatment plant, and (c) effluent sample from wastewater treatment



nta 7

fl
n
m

b
fi
6
A
d
i
i
w

p
t
i
n
a
t
n
(
p
i
(
m
S
a
c
b
n
a

t
F
t
3
f
l
5
w

i
i
b
h
w
c
W
m
G
o
s
R
c

w
o

tion of EDCs in summer (rainy season) was lower than that in
winter (dry season). The effluent sample also had higher fluo-
rescence intensity, implying the existence of high phenolic EDC
concentration compared to the river sample.
E.-J. Ko et al. / Tala

uorescence intensity of phenolic EDCs, including bisphe-
ol A and seven alkylphenols, was considered in this LIF
onitoring.
Fig. 5 shows the fluorescence spectra of phenolic EDCs (4-

utylphenol and bisphenol A) after 266 nm excitation via optical
ber. This fluorescence spectrum was scanned from 250 to
50 nm, with the total wavelength range provided from LIF.
ccording to the type of alkylphenol, the quantum yield is
efinitely different. As alkyl substitution on the aromatic ring
nduced the change in the extinction coefficient and decay time,
t was observed that the phenolic EDCs with smaller molecular
eight produce a higher quantum yield [29].
For the calibration curve and spectra recognition of total

henolic EDCs, the wavelength coverage ranging from 285
o 355 nm was considered and the fluorescence intensity was
ntegrated over this wavelength range. For each single phe-
olic EDC solution and total mixture solution including eight
lkylphenol of interest in this study, the linear regression for
he fluorescence intensity and the concentration of alkylphe-
ol were satisfactory for the observed range from 0 to 500 �g/l
R ≥ 0.99). Five times measurements for 100 �g/l of each single
henolic EDC solution was recorded and the reproducibil-
ty of LIF analysis was obtained from the standard deviation
2.7–9.1%). For the phenolic EDCs mixture solution, the mini-
um distinguishable analytical signal (fluorescence threshold)

m and the limit of detection were 2495.04 counts (a.u.)
nd 31.02 �g/l, respectively. This detection limits were cal-
ulated as the sum of the triple standard deviation of the
lank (n = 8) and the intercept of the calibration curve. Sig-
als exceeding the fluorescence threshold were taken into
ccount [19].

The fluorescence spectra of water samples from river, sewage
reatment plants and wastewater treatment plants are shown in
ig. 6. Fig. 6(a) and (c) revealed a short fluorescence from 285

o 355 nm together with rather unstructured fluorescence from
55 to 550 nm. This was high background fluorescence resulted
rom humic substances that are also excited by the UV laser
ight [32]. There are also peaks at 290 and 580 nm, as well as
32 nm, which correspond to the Raman-scattered laser light in
ater and the elastic Rayleigh scattering [29].
The fluorescence intensity of the total phenolic EDCs accord-

ng to the site categories and seasonal variation are given
n Fig. 7. The y-axis fluorescence intensity was calculated
y subtracting the spectral area (355–550 nm) induced by
umic substances from the integrated total intensity (area) over
avelength coverage (285–355 nm) of total phenolic EDCs to

onsider possible overlapped fluorescence spectra near 355 nm.
e assumed the raw fluorescence spectra obtained from LIF
easurement comprised of the multi peaks and each one has a
aussian shape. A multi-peak fit was performed for 2D spectra
f each sample and the broad spectra area due to humic sub-
tance was successively removed. As with similar procedures,
aman-scattered laser lights were also removed from fluores-

ence spectra of target phenolic EDCs [32].

The water samples collected in February and August 2004
ere examined using the LIF system. The seasonal variation
f EDCs by LIF monitoring demonstrated that the concentra-

F
(
e

3 (2007) 674–683 681
ig. 7. Seasonal LIF intensity variation of EDCs from 15 sampling sites in 2004:
a) sample from river, (b) effluent sample from sewage treatment plant and (c)
ffluent sample from wastewater treatment plant.
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Fig. 8. The correlation between total fluorescence intensity from LIF analysis
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ing factors for the semi-quantification analysis can be helpful to
esults and total concentration of EDCs from GC–MS analysis: (a) spectra area
ubtracting humic substance effect; (b) total integrated spectra area (20004.02).

All data were compared with results of the GC–MS anal-
sis of the same samples. However, it should be taken into
ccount that the relative quantum yield of each EDC is differ-
nt. This makes it difficult to correlate the total phenolic EDCs
oncentration and total fluorescence intensity. In the case of
hlorophenols, fluorescence was almost not detected. However,
-n-butylphenol, 4-tert-butylphenol and bisphenol A showed
–3 times higher fluorescence intensity compared to the other
lkylphenols. It could be explained as an alkyl substitution on the
romatic ring [29]. For samples obtained during January 2004,
he relationship between the eight phenolic EDCs concentration
nd total fluorescence intensity was plotted. In the rainy sea-
on, more phenolic EDCs were detected in relatively high levels
y GC–MS. 4-t-Butylphenol, 4-t-octylphenol and bisphenol A
ere mainly considered in this regression and relatively high
uantum yields were also observed except for 4-t-octylphenol.

he linear regression result showed relatively moderate R value

=0.73739) (Fig. 8). At low concentration of EDCs, the linear
egression between the concentration and intensity of pheno-

a
u
p

3 (2007) 674–683

ic EDCs was not successfully fitted. This observation can be
xplained by the relatively high detection limit of phenolic EDCs
olution. In cases where the humic substance effect is excluded,
he enhanced regression result was shown.

For LIF application into the detection/monitoring of phe-
olic EDCs in aquatic environment, there is some problem
uch as selectivity. However, time resolved analysis can be a
olution to distinguish the PAH and humic acid, which can flu-
resce, from the phenolic EDCs of interest. Considering the
ost abundant phenolic EDCs such as nonylphenol, bisphe-

ol A, the comparison of fluorescence intensity of nonylphenol
nd that of total phenolic EDCs can be also indicator for the
resence of phenolic EDCs in aquatic environment. In a future
tudy, semi-quantification with weighting factor for specific
henolic EDCs such as nonylphenol and bisphenol A will be
valuated.

. Conclusions

The extraction and analysis of phenolic EDCs using GC–MS
as carried out and the target compounds were also deter-
ined by laser-induced fluorescence (LIF) spectroscopy. The
onitoring of alkylphenols, chlorophenols and bisphenol A
as conducted with water samples collected from rivers as
ell as sewage and wastewater treatment plants. GC–MS

nalysis revealed that the concentrations of targeted pheno-
ic EDCs in samples obtained during 2002 were higher than
hose obtained during 2003 and 2004, and the levels of tar-
eted compounds in most effluent samples were relatively higher
han those of river samples. During 2002–2003, bisphenol A,
-n-heptylphenol, and nonlyphenol were the most abundant
ompounds founded in high levels, while 4-tert-butylphenol and
-tert-octylphenol were newly observed with bisphenol A and
-n-heptylphenol within the samples. The other phenolic com-
ounds were detected in less than 20% of the sample size and
ostly below the detection limit. The seasonal variation of tar-

et compounds from river and effluent samples showed lower
evels of EDCs in the rainy season than those in the dry season
n 2004.

Mixtures of phenolic EDCs showing similar fluorescence
pectra and nearly equal decay times are difficult to be discrim-
nated into the single EDCs components. However, the results
f LIF are comparable to the results of GC–MS, showing a con-
istent trend in terms of seasonal variation and site categories.
urthermore, LIF system is powerful tool for on-line/in situ con-

aminant detection and monitoring of phenolic compounds in
quatic environment, providing significant advantages, such as
educed time and cost of the analysis, and bypass the compli-
ate experimental procedures, including sampling, clean up and
xtraction [21–24].

Therefore, the development of the representative indicators
evealing the existence of EDCs or the consideration of weight-
ssess the phenolic EDCs in the water system. The LIF can be
sed for the potential real-time in situ monitoring technique of
henolic EDCs in the aquatic system.
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bstract

Fipronil, a phenylpyrazole insecticide introduced for pest control on a broad range of crops, can also affect non-target insects such as honeybees.
ore widely, non-target environment such as milk produced by dairy cows fed with maize silage from treated seeds (=silage T) can be affected.

o assess the potential transfer of fipronil residues (sulfone, sulfide, fipronil, desulfinyl and amide), a methodology including gas chromatography
oupled with tandem mass spectrometry (GC–MS/MS) analysis was developed and validated according to the 2002/657/EC decision, in order to
each a level of quantification below 0.1 �g L−1 in milk and 0.1 �g kg−1 in plants. Twelve dairy cows were fed with silage T during 4 months.
oncentration of fipronil in treated seeds was estimated at 1 g kg−1, whereas silage from these seeds contained 0.30 ± 0.05 �g kg−1 of dry material
f fipronil, 0.13 ± 0.03 �g kg−1 of dry material of sulfone. Sulfide residues were below the limit of quantification. Silage from untreated seeds
=silage U) presented traces of fipronil and sulfone, respectively at 0.04 ± 0.06 and 0.02 ± 0.03 �g kg−1 of dry material. Contribution of fipronil

esidues from supplies was insignificant. During administration of silage T, only sulfone residues were quantified in milk. The average concentration
as 0.14 ± 0.05 �g L−1. Before and after administration, sulfone residues were detected but not quantifiable (<0.025 �g L−1). Our results suggest
transfer of fipronil from feed to milk under its sulfone form. Moreover, traces of fipronil residues in maize U, soya, wheat and straw show a

iffuse contamination of this pesticide in the environment.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Fipronil, (±)-5-amino-1-(2,6-dichloro-�,�,�-trifluoro-p-
olyl)-4-trifluorométhylsulfinyl – pyrazole-3-carbonitrile, a
henylpyrazol insecticide (Rhône-Poulenc Agro) is used for
he control of many soil and foliar insects on a variety of crops
1] and can also be formulated as flea and tick sprays for pets.
owever, fipronil is highly toxic to non-target environment

nd a lot of questions remain unanswered, particularly the one
inked to the behavior of honeybees exposed to sublethal doses

f fipronil [2–4].

In this survey, we focused on the study of milk, which can
e considered as a non-target compartment when dairy cows

∗ Corresponding author. Tel.: +33 2 40 68 78 80; fax: +33 2 40 68 78 78.
E-mail addresses: philippe.brunschwig@inst-elevage.asso.fr

P. Brunschwig), richard.landelle@maine-et-loire.chambagri.fr (R. Landelle),
aberca@vet-nantes.fr (B. Le Bizec).

1 Tel.: +33 2 41 18 61 76; fax: +33 2 41 18 61 61.
2 Tel.: +33 2 41 76 60 22; fax: +33 2 41 76 22 12.
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oi:10.1016/j.talanta.2007.04.061
re fed with maize silage from treated seeds (silage T). Data
n fipronil excretion in milk are not available, but the metabolic
athway of fipronil in rats (urine and faeces), and data pertaining
o the degradation of fipronil in soil are presented [5–6]. This
nformation enabled us to select the fipronil metabolites and
egradation products which were the most relevant to our study
Fig. 1).

Considering the low systemic property of fipronil (Kow = 3.5)
7], very low levels of fipronil residues were expected in plants
nd milk (below 0.1 �g kg−1). Few analytical methods for the
etermination of this compound and its residues have been
eported. Morzycka [8] proposed a matrix solid-phase dispersion
MSPD) and gas chromatography nitrogen phosphorous detec-
or (GC-NPD) method for the determination of fipronil residues
n honeybees. For animal tissues, methods with gas chromatog-
aphy coupled to mass spectrometry (GC–MS) and electron

apture detector (GC–ECD) [9] are proposed. The detection
n soils can be conducted using solid-phase microextraction
SPME) GC–MS [10], GC–MS [11] and GC–ECD [11–13].
n plants, methods by GC–MS [9,11] and GC–ECD [11,13]
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Fig. 1. Relevant metabolites o

ave also been reported. In order to quantify fipronil residues
n the various matrices selected for this survey (plants, milk,
ater), we first had to develop efficient methods of extraction

nd purification. Then, we decided to base the measurement of
pronil residues on to gas chromatography coupled to mass spec-

rometry (triple quadrupole device). Methods were validated
ccording to the 2002/657/EC decision [14]. Animal experiment
as conducted in an experimental farm according to French

ules, and all the parameters were recorded.

. Experimental

.1. Experimental farm

.1.1. Animals
Twelve pregnant dairy cows were selected in an experimental

arm of the Maine et Loire Chamber of Agriculture for their
alving between 25 August and 24 September 2004. These cows
ere therefore at their early stages of lactation, which meant that

hey could be monitored over 6 months.
.1.2. Feeds
Maize silage constituted the main part of the dairy cows intake

80% of the total dry material (DM)). A little straw (2%) was

2

e
w

radation products of fipronil.

lso given to ensure proper rumination. Soya cakes constituted
2–15% of the diet DM according to the protein level needed to
btain the yearly dairy reference delivery of milk. Wheat (3%)
ould also be given when the feeding value of the silage was
hanged. Mineral feeds (calcium carbonate and 7P/23Ca/5Mg)
nd urea represented approximately 2.5% of the intake. The
uantity of drink water was evaluated from the DM quantity
aily ingested by cows. A “food period” is the unit of time dur-
ng which the composition of the total intake of the dairy cows
emains unchanged. The main periods of the experimentation
ere characterized by the following elements (Fig. 2). From
4 September 2004 to 30 September 2004 silage U was given.
fter a transition period of 2 weeks with an increased quantity
f silage T in the diet, only silage T was given from 14 October
004 to 05 January 2005. The period from 06 January 2005 to
0 January 2005 was a transition between silage T and silage U.
t last a return to silage U was made from 21 January 05 to 21
arch 2005. The other food periods consisted in minor changes

n the nature or proportion of the food extracts used to complete
he intake.
.1.3. Milk production
The daily quantity of milk was controlled during the whole

xperiment for each cow. The content of milk in fat and protein
as weekly analysed for each cow.
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Fig. 2. Scheme of the experimentation (silage U = silag

.2. Chemicals

Fipronil and its metabolites (desulfinyl, sulfone and sulfide)
ere purchased from Accustandard (New Market, USA). Amide

nd 4.4′-DDE-d8 were acquired from CIL (Sainte Foy la Grande,
rance) and Tebufenpyrad from Riedel de Haën (Hanover, Ger-
any). The solvents used were of pestipur®-grade quality and

urchased from SDS (Peypin, France) for methanol, ethylac-
tate, acetonitrile and isooctane. Ammonium hydroxide and
odium sulfate were of analytical-grade quality and purchased
rom Merck (VWR, Nogent sur Marne, France). Ultrapure water
>14 M�) was used. The solvents for gas chromatography (ethy-
acetate, toluene and tetrahydrofuran) were from Fluka (St.
uentin Fallavier, France). The solid-phase extraction (SPE)

olumns (Atoll XC: 500 mg/6 mL, Florisil: 1000 mg/6 mL) were
rom Interchim (Montluçon, France).

.3. Instrumentation

For GC–MS/MS analysis, a gas chromatograph (Agilent,
890 Series) with split/splitless injector and a programmable
ven was coupled to a Quattro-micro triple quadrupole analyzer
Waters, Micromass) operating in electron ionisation mode.

as chromatography was performed on a non-polar column
V1 (30 m × 0.25 mm × 0.25 �m) purchased from Interchim

Montluçon, France). The injector temperature was kept at
50 ◦C and used in the splitless mode (1 min) and the transfer

m

2
P

able 1
iagnostic transitions for fipronil, metabolites and degradation products

nalyte Transition 1 Collision energy
(eV)

Transition 2

esulfinyl 388 > 333 15 333 > 231
ulfide 351 > 255 15 420 > 351
ipronil 367 > 213 20 367 > 255
DE-d8 (ES) 326 > 254 20
ulfone 383 > 255 15 452 > 383
mide 385 > 368 10 368 > 213
ebufenpyrad (IS) 333 > 171 15
untreated seeds; silage T = silage from treated seeds.

ine temperature was set at 320 ◦C. For the chromatographic sep-
ration of fipronil residues, the oven temperature was increased
rom 70 ◦C (3 min) to 210 ◦C (0 min) at 20 ◦C/min, then to
25 ◦C (0 min) at 5 ◦C/min and finally to 320 ◦C (7 min) at
0 ◦C/min. Mass spectra were recorded in the multiple reaction
onitoring (MRM) mode (Table 1).

.4. Methodology

Methods are described in Fig. 3.

.4.1. Sample preparation

.4.1.1. Plants. Internal standard (tebufenpyrad) was added to
g of dried and ground plant (maize, soya, wheat, straw, etc.).
eed, plant and maize silage were dried for 2 days in an oven at
0 ◦C before grinding. Supplies like wheat and soya cakes did
ot follow this process because unnecessary.

.4.1.2. Milk. pH of 10 mL milk sample was adjusted at 10
±0.3) with ammonia 32%. Internal standard was added.

.4.1.3. Mineral feeds. The sample was prepared from 4 g of

ineral feeds to which internal standard was added.

.4.1.4. Water. Internal standard was added to 40 mL of Water.
urification of water was carried out on an Atoll XC SPE.

Collision energy
(eV)

RT (min ± 0.2) Dwell time
(ms)

Acquisition
window

20 12.9 150 1
10 14.1 100 2
15 14.3 100 2

15.1 80 3
5 15.5 110 3

20 16.5 100 4
17.0 150 5
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Fig. 3. Procedure for analysis of fipronil resid

.4.2. Extraction
The sample was extracted twice with 30 mL of ethylacetate.

he extract was dried under a gentle nitrogen stream until fat
esidue for milk and to dryness for the other matrices.

.4.3. Fat removal
Six milliliters of isooctane and 1 mL (for milk) or 2 mL (for

lant) of acetonitrile were added. After blending and centrifu-
ation, the acetonitrile phase was retrieved and isooctane phase
as re-extracted with 1 mL of acetonitrile. Both polar phases
ere combined and washed with 1 mL of isooctane. Isooctane
as discarded and polar solvent was evaporated to dryness under
gentle nitrogen stream.

.4.4. Solid-phase extraction

.4.4.1. Florisil (for plant). Florisil phase was conditioned with
2 mL of cyclohexane. The dry extract was restored in 500 �L
f cyclohexane, deposited on to the column and directly col-
ected in an identified tube. The tube was washed with 500 �L
f cyclohexane which were laid down on the column. Analytes
ere eluted with 6 mL of an ether/cyclohexane mixture (60:40,
/v). Solvent was evaporated under a gentle nitrogen stream.
.4.4.2. Atoll XC (for all samples). The column was condi-
ioned with 6 mL of methanol and 6 mL of water. For water, the
0 mL sample was applied. For the other matrices, the dry extract

•

milk, water, plant and mineral feed samples.

as restored in 5 mL of a methanol/water mixture (0.5:10; v/v)
nd applied. The column was then washed with 6 mL of a
ethanol/water mixture (70:30; v/v). Analytes were eluted with

0 mL of methanol. The external standard (DDE-d8) was added.
he extract was evaporated to dryness under a gentle nitrogen
tream, restored in 80 �L of ethyl acetate and transferred in a
C-vial.

.5. Validation of the method

Validation was carried out in accordance with the
002/657/EC decision in order to evaluate the performances of
he method. Various criteria were monitored:

Linearity: From the calibration curves obtained for each
analyte, regression parameters (determination coefficient R2,
slope (a) and intercept (b)) were determined. These curves
were obtained based on seven samples from a pool spiked at
different concentrations.
Identification criteria: Repeatability of retention time and
signals (standard deviation of retention times, absolute ampli-
tudes of signals and relative intensities in-between two

relevant transitions) was assessed for each analyte. These
values were calculated from 20 spiked samples.
Performance limits: Values of trueness, decision limit (CC�)
and detection capability (CC�) were calculated for each ana-
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lyte from 20 blank samples and 20 spiked samples. Trueness
is the difference between the added concentration and the cal-
culated concentration. Decision limit (CC�) means the limit
at and above which it can be concluded with an error probabil-
ity of α that a sample is non-compliant. Detection capability
(CC�) means the smallest content of the substance that may
be detected, identified and/or quantified in a sample with an
error probability of β. This means that the detection capabil-
ity is the concentration at which the method is able to detect
permitted limit concentrations with a statistical certainty of
1 − β.
Recovery yield: Six blank samples were extracted and puri-
fied according to the protocol. Analytes were added before
injection. The signals of each analyte were compared with
those from the same samples spiked at the beginning of the
processing.

. Results and discussion

.1. Validation results

For the validation step, blank samples were needed but a
fipronil residues noise” appeared in the majority of the sam-
les. In order to avoid other sources of contamination, a complete
leaning of the work station (work tables, pipettes, dryers, vac-
um system, etc.) was carried out and new standard solutions
ere prepared. A blank sample of water was added in each
eries to check any contamination occurring in the purifica-
ion process. No critical step was identified excepting possible

inor contamination during extraction process. The contamina-
ion of the Quattro-Micro instrument was also considered, but

s
L
a
d

able 2
C� and CC� values determined during the validation process (method 1)

nalyte Signal 1 (detection, screening)

CC� (ng L−1) CC� (ng L−1)

ilk
Desulfinyl 0.4 1.0
Sulfide 0.4 1.1
Fipronil 1.4 9.5
Sulfone 1.1 4.7
Amide 1.3 7.5

Minimum 0.4 1.0
Maximum 1.4 9.5

nalyte Signal 1 (detection, screening)

CC� (ng kg−1) CC� (ng kg−1)

lants
Desulfinyl 1.09 2.00
Sulfide 1.04 2.27
Fipronil 5.63 9.42
Sulfone 1.71 3.63
Amide 11.8 22.5

Minimum 1.04 2.00
Maximum 11.8 22.5
a 73 (2007) 710–717

njections of ethyl acetate between every injection of standard
olution or spiked sample permitted to check contamination.
inally, the difficulty was to find blank material because of

he widespread fipronil contamination at concentrations below
0 ng kg−1 in milk and plants. To avoid the “fipronil residue
oise”, the sensitivity of the method was decreased, in order to
bserve only concentrations higher than 10 ng kg−1. After sev-
ral tests on samples, the solution selected consisted in diluting
he final extract in 80 �L (instead of 15 �L) and injecting 1 �L
instead of 3 �L). 1/80th of the extract was injected in the final
ethod used (method 2) instead of 1/5th in the first method

sed (method 1). The CC� and CC� values were determined
or method 1 (Table 2). For milk, the CC� values obtained were
ower than 10 ng L−1, corresponding to the value expected for a
elevant method and the CC� values obtained were lower than
0 ng L−1. For plants, CC� values obtained were lower than
0 ng kg−1, and CC� values lower than 60 ng kg−1 excepted for
mide compound.

For method 2, limit of detection (LOD) and limit of quantifi-
ation (LOQ) were determined for a signal to noise ratio of 3
or respectively the most intense transition and the less intense
ransition. In this way, LOD in milk for fipronil, sulfone, sulfide
nd desulfinyl was 0.01 �g L−1 and LOQ was 0.025 �g L−1.
n plants, LOD for fipronil, sulfone, sulfide and desulfinyl was
0 ng kg−1 and LOQ was 50 ng kg−1. All these values were
our times higher for the amide metabolite. The method 2 was
valuated with an extraction of 12 milk samples and 16 plant

amples considered as blank and spiked at LOQ × 2 for milk and
OQ × 2.5 for plants. Repeatability and trueness were assessed
t these concentrations (Table 3). For repeatability, some stan-
ard deviation values were found above 20% for milk and above

Signal 2 (identification, confirmation)

CC� (ng L−1) CC� (ng L−1)

0.8 2.1
0.5 1.3
7.4 43.9
1.7 7.5
5.8 27.2

0.5 1.3
7.4 43.9

Signal 2 (identification, confirmation)

CC� (ng kg−1) CC� (ng L−1)

3.66 7.26
1.06 2.19

29.4 58.7
4.20 7.99

71.6 332

1.06 2.19
71.6 332
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Table 3
Validation parameters for milk and plants (Method 2)

Analyte Validation criteria

R2 a b Repeatability
(%)

Trueness
(%)

Milk
Desulfinyl 0.97 0.007 0.035 16.8 −11.6
Sulfide 0.991 0.011 0.029 14.8 −7.4
Fipronil 0.993 0.005 0.010 15.2 −3.2
Sulfone 1.000 0.007 0.066 22.6 18.3
Amide 0.982 0.014 −0.024 12.3 117.7

Minimum 0.982 0.005 −0.024 12.3 −11.6
Maximum 1.000 0.014 0.066 22.6 117.7

Plants
Desulfinyl 0.992 0.004 0.018 33.8 −15.2
Sulfide 0.990 0.010 0.008 15.0 12.7
Fipronil 0.969 0.003 0.035 47.1 23.3
Sulfone 0.960 0.008 −0.150 15.8 25.9
Amide 0.893 0.001 0.030 46.0 23.6

4
t
t
t

l
a
a
6
r
a
i
m
t
0
t

3

3

i
p
r
g
a
fi

Minimum 0.893 0.001 −0.150 15.0 −15.2
Maximum 0.992 0.010 0.035 47.1 25.9
0% for plants, but at concentrations below 1 �g kg−1, non-
arget values are given in the 2002/657/EC decision. Therefore,
rueness values were found between −50 and +20% according
o the guideline, excepted for the amide. This could be a prob-

t
(
a
(

Fig. 4. Fipronil (a) and sulfone (b) concentrations in maize U samples

Fig. 5. Fipronil (a) and sulfone (b) concentrations in maize T samples;
a 73 (2007) 710–717 715

em for a precise quantification of this compound. Moreover,
range of six samples spiked from 0 to 150 ng L−1 in milk

nd 0 to 375 ng kg−1 in plants for all residues and from 0 to
00 ng L−1 in milk and 0 to 1500 ng kg−1 in plants for amide
esidue was extracted to check the linearity of the method. For
ll analytes, determination coefficients as well as slopes and
ntercepts were determined (Table 3). The abundance of each

olecule was reported to the internal standard. The linearity of
he method was good because R2 values were generally above
.98. The amide metabolite was still the critical compound of
he method.

.2. Analytical results

.2.1. Results on maize
Samples of untreated and treated maize have been taken twice

n full field at flowering time and before harvest. The other sam-
les have been achieved in silos. For each sampling date, six
eplicates were sampled separately in order to ensure the hetero-
eneity of the matrix. Mean and standard deviations calculated
re presented on graphs. In the untreated maize (Fig. 4), traces of
pronil and sulfone were identified in some samples. The respec-
ive average concentrations were 0.09 (±0.10) �g kg−1and 0.11
±0.02) �g kg−1 of DM at flowering time, 0.07 (±0.07) �g kg−1

nd 0.09 (±0.03) �g kg−1 of DM before harvest and 0.04
±0.06) �g kg−1 and 0.02 (±0.03) �g kg−1 of DM in silage (last

; standard deviation is indicated for each series of measurement.

standard deviation is indicated for each series of measurement.
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wo samples). The standard deviation values were relatively high
ecause no residues were found in some samples.

Concentration of fipronil in treated seeds was evaluated at
g kg−1. In maize from these seeds (Fig. 5), traces of fipronil
nd sulfone were identified in all samples at respective average
oncentrations of 0.31 (±0.07) and 0.13 (±0.03) �g kg−1 of DM
t flowering time, 0.26 (±0.14) and 0.18 (±0.12) �g kg−1 of DM
efore harvest and 0.30 (±0.05) and 0.13 (±0.03) �g kg−1 of
M in silage (last three samples). Non-quantifiable traces of the

ulfide residue were detected.
The total concentration in fipronil residues (fipronil +

ulfone) was found seven times higher in silage T than in silage
. And it was found two times higher in the maize T than in the
aize U at flowering time and before harvest.

.2.2. Results on other supplies
Even if maize silage was the main component of the dairy

ow diet, other supplies such as water, straw, mineral or cor-
ective feeds were characterized in term of fipronil metabolites.
OD and LOQ for supplies were comparable to those observed

or plants. Fipronil, sulfone and desulfinyl were sometimes
etected and quantified. 3/5 straw samples presented fipronil
esidues (between LOD and 0.18 �g kg−1). Concerning correc-
ive feeds, samples contained traces of fipronil residues were:
/5 brown soya cakes (between LOD and LOQ), 2/5 soya cakes
between LOD and 0.66 �g kg−1), 1/2 wheat (between LOD
nd LOQ). For mineral feeds, fipronil residues were not found
n the 7P/23Ca/5Mg mixture. Residues were not detected in
ater samples. Magnesia, salt and urea, which account for a
ery small part of the intake, have not been analysed. 8/31 sam-
les of supplies analysed presented traces of fipronil residues.
oncentrations were generally not quantifiable: concentrations
ere above LOQ in three samples (two straw samples and one

oya cakes sample).

.2.3. Results on milk
Only the sulfone residue was quantified in milk (Fig. 6).
efore consumption of silage T, milk did not present quantifiable
races of sulfone (concentration <0.025 �g L−1). During the 3

onths of silage T diet, the average concentration of sulfone
n milk was 0.14 ± 0.05 �g L−1 and the maximal concentra-

ig. 6. Sulfone concentration in milk samples (silage U = silage from untreated
eeds; silage T = silage from treated seeds).

t
n
t
t
m
i

3

s
i
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b
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Fig. 7. Fipronil residues—intake by feeds and excretion in milk.

ion measured was found up to 0.28 �g L−1. Sulfide and amide
etabolites were sometimes detected, but the results were not

uantifiable. After a return to silage U feeding, a fast decrease
over 1 month) in sulfone concentrations was observed. The
ast samples presented non-quantifiable doses of this compound.
ipronil and desulfinyl forms have never been detected in milk.

.2.4. Balance between food contribution and excretion in
ilk (Fig. 7)
Food consumption and milk production have been registered

or the cattle. During the survey, milk production was found
onstant; quantitatively speaking, feed consumption was found
aximal in October to November (±21 kg of DM/dairy cow

er day, half of the cows being in their early stage of lactation).
or the purpose of this study, it was decided that, when a sam-
le presented a lower concentration than the LOQ, value for
oncentration was assigned to LOQ/2. Concentration in fipronil
esidues was higher in maize T than in maize U. Concentration
f fipronil residues in supplies was generally not quantifiable.
upplies constituted only 20% of the total intake. So their con-

ribution in term of fipronil residues in dairy cows diet was
on-significant. Excretion of these residues in milk increased in
he same proportions, but always remained lower than the quan-
ity of residues ingested by cows during the same period. One

onth after returning to silage U feeding, excretion of residues
n milk went back to the initial values.

.3. Discussion

First of all, transfer from seeds to plants has been demon-
trated. The concentration of fipronil residues remained higher
n the treated samples than in the untreated ones at every steps
flowering time, before harvest, silage). The transfer of fipronil
y xylem was also demonstrated in sunflower by Aajoud et al.
15]. Concentration of fipronil in treated seeds was evaluated at

g kg−1. This semi-quantitative value was found very close to

he French homologation value of 2.5 g kg−1 of seeds.
Secondly, the transfer of fipronil residues from silage T to

ilk via dairy cows feed has been demonstrated. The concen-
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ration of sulfone in milk increased significantly when cows
ere fed with silage T. All of the ingested fipronil residues were
ot totally excreted in milk. The remainder could be excreted
y other routes (urine, faeces), or bio-accumulated by the dairy
ows especially in the adipose tissue. Fipronil was excreted in
ilk as sulfone form, the main metabolite of fipronil, which

resents the same activity than the parent compound. Sulfone
oxicity has been found higher for fresh-water invertebrates,
shes and avian species [6] than fipronil. Fipronil has never
een detected in milk, which demonstrated the relevance to
onitor metabolites as well for a complete risk assessment of

he substance.
Another question raised by our study is the diffuse con-

amination of the environment by fipronil residues. During
alidation steps (cf. Section 3.1), several commercially branded
ilk and silages of various origins contained ultra-traces of
pronil residues. During the experimentation, fipronil was found

n maize T. Normally fipronil is supposed to be weakly systemic,
o its presence in plant was not expected. More surprisingly, it
as present in some samples of maize U. This presence could
e explained by the relative proximity of the two fields of the
xperimentation (500 m). The contamination could not come
rom a presence of fipronil residues in the experimental field
ecause previous crops had never been treated with fipronil. Few
amples of supplies like straw, soya cakes and wheat presented
lso traces of fipronil residues. In milk, the sulfone metabolite
as quantified when cows were fed with silage T and sulfone

races were also detected when feed consisted in silage U. Feeds
ontamination was wider than expected.

In France, fipronil has been temporarily authorized for use
ince 1996. In February 2004, the Ministry of Agriculture
ecided to suspend this authorisation, still allowing farmers
o use the treated seeds available. Analyses were carried out
etween November 2004 and May 2005, fipronil was thus pos-
ibly used in the vicinity of the experimental fields. Moreover,
ome gardening products and pet treatments contain fipronil. So
here are several potential ways of contamination of the environ-

ent by fipronil. Indeed, the “fipronil noise” observed is very
ow (around 10 ng kg−1).
. Conclusions

Specific and sensitive methods have been developed and
alidated according to the 2002/657/EC directive. LOQ was

[

a 73 (2007) 710–717 717

.025 �g L−1 in milk and 0.05 �g kg−1 in plants for all com-
ounds except for the amide residue which values were found
our times higher. At these concentrations we were able to
etect ultra traces of fipronil residues in several incurred bio-
ogical matrices. Thus transfer of fipronil residues from seeds
o plants until milk via dairy cows feed based on silage T was
emonstrated. When cows were fed with silage U, sulfone con-
entration in milk was lower than LOQ. When feed consisted in
ilage T, average concentration in milk was 0.14 ± 0.05 �g L−1.
fter a return to silage U feeding, a decrease (over 1 month) of

ulfone concentrations was observed.
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bstract

A methodology for a precise and accurate determination of lead isotope ratios in mining wastes by inductively coupled plasma quadrupole-
ased mass spectrometry (ICP-QMS) has been developed. The study of instrumental bias factors led to the conclusion that internal correction to
ompensate mass discrimination is required as well as an interference equation correction when Hg is present. The proposed method has been
pplied to determine lead isotope ratios in several mining wastes, soils and sediments collected at three mining areas in Spain (Aran Valley,
artagena and Osor).
Statistical analysis highlights that 206Pb/207Pb and 208Pb/207Pb lead isotope ratios can be used as a fingerprint of mining waste origin which is

elated to the geological age of the lead ore.

On the other hand, no statistically significant isotopic differences between original ore samples (galena) and processing wastes within a mining

istrict were found, corroborating a unique lead source. Moreover, the lead isotopic composition of soil and sediment samples collected at the
tudied mining areas is close to that determined in the mining tailings from the same areas, suggesting that the unusual high content of lead in
hese samples is derived from mining activities rather than from other lead sources.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The element lead is naturally occurring with four isotopes:
04Pb (1.4%), 206Pb (24.1%), 207Pb (22.1%) and 208Pb (52.4%).
he ratio between Pb isotopes varies in different geological envi-

onments as 206Pb and 207Pb are formed by the decay of 238U
nd 235U while 208Pb is a product of the radioactive decay of
32Th. 204Pb is the only lead isotope that is not originated by
ecay [1].

In this sense, the relative abundance of lead isotopes is depen-
ent on factors such as the relative concentration of Pb, Th and U
resent in the initial mixture, the half lives of the decay processes
nd the period of time over which the decay proceeds [2]. Lead

sotopic composition is therefore representative of their origin
nd has been used in different studies mainly to identify sources
f lead contamination in different matrices including sediments

∗ Corresponding author. Tel.: +34 972418190; fax: +34 972418150.
E-mail address: manuela.hidalgo@udg.es (M. Hidalgo).

M
w
m
t
h
T
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3], soils [2], river water [4], peat bogs [5,6], tree rings [7,8],
ussels [9] and tap water [10].
Precise and accurate isotope ratio measurements have

raditionally been carried out by thermal ionisation mass spec-
rometry (TIMS). Recently, inductively coupled plasma source

ass spectrometry (ICP-MS) have increasingly been used in iso-
ope ratio measurement. Although ICP-MS cannot achieve the
recision and accuracy in isotope ratio measurement attainable
n TIMS, the technique can still play an important role due to
ts fast sample throughput, low sample analysis cost, instrument
obustness and simplified sample preparation. The lower preci-
ion obtained by ICP-MS compared to TIMS can be explained
onsidering that the isotopes are usually measured sequentially.

Improved precision can be afforded by Multi-Collector ICP-
S instrumentation which combines ICP-source advantages
ith simultaneous detection [11]. However, these systems are

ore expensive than quadrupole-based ICP-MS instruments and

hey are not widely available. For this reason, some works
ave been focused on the use of quadrupole mass analysers.
hese instruments were specifically designed for the scanning
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Table 1
Operating parameters settings for the Agilent 7500c ICP-MS

RF power 1500 W

Gas flow rates
Plasma 15 l min−1

Makeup 0 l min−1

Nebulizer 1.17 l min−1

Sampling cone Ni, 1 mm aperture diameter
Skimmer cone Ni, 0.4 mm aperture diameter

Ion lenses
Extract lens 3.2 V
Einzel lens (1, 2 and 3) −80 V, 10 V, −80 V

Octapole parameters
OctP RF 190 V
OctP bias −7.8 V

Quadrupole parameters
AMU gain 127 V
AMU offset 124 V
QP bias −5 V

Detector parameters
Discriminator 8 mV
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f relatively large mass ranges, therefore, they are inherently
ess stable than magnetic sector mass analysers and less well
uited to highly precise and accurate isotope ratio measurements
12]. However, the precision attained with this instrumenta-
ion (R.S.D. ∼ 0.1–0.5%) is normally sufficient for isotope ratio

easurements for many of environmental surveys [3,13]. Some
ecent studies have been conducted in order to improve ICP-
MS performance when measuring isotope ratios [14–16].
In this work, a methodology for a precise and accurate

etermination of lead isotope ratios by inductively coupled
lasma quadrupole-based mass spectrometry (ICP-QMS) has
een developed in order to study the isotopic composition
ifferences between similar mining wastes collected at three
bandoned Pb–Zn mining areas in Spain (Aran Valley, Cartagena
nd Osor). For this purpose, lead isotope ratios of original Pb
re samples and mining processing wastes collected from each
f these areas were measured. The determined isotopic compo-
ition was also compared to that determined in several soil and
ediment samples from the same areas in order to assess the
ore probable source of the unusual high lead content in these

amples.

. Experimental

.1. Instrumentation

A quadrupole-based ICP-MS system (Agilent 7500c, Agilent
echnologies, Tokyo, Japan) equipped with an octapole collision
eaction cell was used for the isotope ratio measurements. In this
ork, the collision/reaction cell acts only as an ion focussing lens

ince it was not filled with any pressurised gas.
In the configuration used, a quartz concentric nebuliser, a

cott type double path spray chamber, a shielded torch sys-
em and an electron multiplier detector were employed. Typical
perating parameters were selected based on the manufac-
urer’s recommended procedures (Table 1). Scan conditions
ere adjusted in order to obtain optimum precision and accuracy,

s discussed later.
A sequential inductively coupled plasma atomic emission

pectrometer (ICP-OES, Liberty LR, Varian) with a V-groove
ebuliser was used for the analysis of lead concentrations in
ample digests.

An ETHOS PLUS Millestone microwave with HPR-
000/10S high pressure rotor (Sorisole, Bergamo, Italy) was
mployed for acid digestion of samples.

.2. Chemicals and reagents

In all analytical work, Suprapur nitric acid (Merck, Darm-
tadt, Germany), hydrochloric acid (Trace Select, Fluka, Dorset,
K) and ultrapure water obtained from a Milli-Q purifier system

Millipore Corp., Bedford, MA) were used.
The certified reference material NIST SRM 981 (“Common
ead Isotopic Standard”, National Institute of Standards and
echnology, Gaitherburg, MD, USA) was employed to test the
ass bias correction and the whole isotopic measurement pro-

edure developed.

d
c

i

Analog HV 1670 V
Pluse HV 1060 V

Tl isotopes were used as internal standard. All work-
ng solutions were prepared from a Tl stock solution of
000 ± 0.5 �g ml−1 (Spectroscan, Technolab AS, Norway). On
he other hand, an Hg stock solution of 1000 ± 0.5 �g mL−1

Spectroscan, Technolab AS, Norway) was employed to study
he isobaric interference from 204Hg on 204Pb measurements.

Lead content in sample digests were determined using a
b stock solution of 1000 ± 0.5 �g mL−1 (Pure Chemistry,
OMIL, UKAS calibration).

.3. Sample collection and treatment

The study was involved in three abandoned mining areas
n Spain located in the Aran Valley (north Pyrenean Range),
n Cartagena (Murcia province) and in Osor (Girona province)
Fig. 1). In all of these areas, Galena (PbS) and Sphalerite (ZnS)
ere the principal minerals extracted to recover lead and zinc as
aluable products. During the period of mining activity the min-
ral from Val d’Aran and Osor was extracted from the mines
nderground and was concentrated using flotation techniques
17], whereas Cartagena mining area was one of the most repre-
entative open cast mining areas in the country. Since the mining
istricts closure (at the end of the 20th century) the mines and the
reas affected by the mining operations (including the mineral
reatment factories) have not been reclaimed and, at present, the
reas surrounding the factories are still covered by the remains
f ore concentrates and wastes, which have become an important
ource of lead contamination [18,19]. Even now, when torrential
ains occur, the remaining tailings from the Cartagena mining

istrict continue to enter the Mar Menor lagoon through the
alled “wadis” leading to a continuous sediment pollution [20].

In the present work, different kind of samples were collected
n the mining areas of study including mining wastes of different
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ig. 1. Location of the studied mining districts: Val d’Aran (a), Osor (b), Carta-
ena (c).

haracteristics, original Pb ore samples and soils and sediments
likely” contaminated by mining activities.

Specifically, sampling of the mining wastes was performed
t three sites in the Val d’Aran, two in Cartagena and four in
sor. From the first mining district eleven samples were col-

ected including two samples of the ore vein (galena), eight
amples of wastes from an old landfill where the remains of

he Pb–Zn concentrates were disposed of, and one mining tail-
ng from a mining dump. In the Cartagena area, a total of eleven
amples were collected, nine tailings from several ponds (fine
astes accumulations) and two marine sediment samples likely

w

t
b

able 2
ocation and main characteristics of the analysed samples

ample location Type

al d’Aran mining district Ore vein (galena)

Pb–Zn concentrate remains

Mining dump
artagena mining district Fine waste accumulations (ponds)

Marine sediments

sor mining district Ore vein (galena)
Pb–Zn concentrate remains

Mining dump

Soils

a Results are expressed as mean of two replicates with the corresponding standard
73 (2007) 700–709

ontaminated by mining activities. Finally, from the Osor area
even samples were collected including two wastes from a min-
ng dump, two wastes from a landfill with the remains of the
b–Zn concentrates, one sample of the ore vein (galena) and

wo soils likely contaminated by mining activities. Therefore,
total of 29 samples were collected for the later lead isotopic

nalysis. A summary of the location and main characteristics of
he collected samples is displayed in Table 2.

All samples were collected using a polypropylene shovel,
nd subsequently transferred to clean polypropylene bags. In
he laboratory, the wastes were oven-dried (50 ◦C), sieved
<500 �m) and stored in polypropylene containers until
nalysis.

About 500 mg of sample was weighted and placed in a PTFE
eactor and 4 ml HNO3 (65%) and 12 ml HCl (37%) were added.
hen the reactor was sealed and heated following a two stage
igestion microwave program which consists of a first step of
min to reach 180 ◦C and a second step of 10 min at 180 ◦C.
fter cooling, sample digests were filtered through a whatman
2 filter, transferred into a 25 ml flask and brought to volume with
illiQ water. Then, lead content of the digest was determined by

CP-OES. The experimental procedure was evaluated by using
he sediment material BCR-701 from the Community Bureau of
eference (BCR, now the Standards, Measurements and Testing
rogramme).

The isotopic reference material NIST SRM 981, available in
he form of wire, was also treated using the above described
igestion method followed by appropriate dilution with Milli-Q

ater.
Blank digestions were carried out for each set of analysis and

he resulting solutions were used throughout all experiments for
lank corrections.

Number of samples a[Pb] mg kg−1

2 Min. 86000 ± 4000
Max. 87000 ± 4000
Mean 86500

8 Min. 8300 ± 200
Max. 130000 ± 4000
Mean 50600

1 20000 ± 1000
9 Min. 2700 ± 100

Max. 21000 ± 500
Mean 8800

2 Min. 2000 ± 20
Max. 5000 ± 40
Mean 3500

1 330000 ± 3000
2 Min. 28000 ± 600

Max. 38970 ± 20
Mean 33500

2 Min. 320 ± 10
Max.2050 ± 40
Mean 1180

2 Min. 770 ± 10
Max. 1200 ± 100
Mean 990

deviation.
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.4. Statistical analysis

The statistical analysis of the obtained results was performed
sing the program SPSS 12.0 for Windows®. Data interpretation
as carried out by using discriminating and cluster analysis [21].
In the discriminating analysis performed a set of functions

ased on linear combinations of the predictor variables (lead
sotope ratios) was generated to provide the best discrim-
nation between groups (lead sources). On the other hand,
luster analysis was employed as statistical procedure to form
roups of similar objects (samples) according to their isotopic
omposition.

. Results and discussion

The operating conditions for ICP-MS measurements were
ptimised daily by using a solution containing 10 �g L−1 of Li,
l, Y, Ce and Co and monitoring the intensities of the isotopes

05Tl, Y89, Li7, and the intensities at mass 156 (corresponding
o 140Ce 16O+) and mass 70 (corresponding to 140Ce2+) so as to
onitor percentage of doubly charged ions and of oxide ions,

espectively.
In addition, every working day, a 30 �g L−1 lead solution

NIST SRM 981) was analysed in order to check the sensitivity
nd the resolution of lead isotope peaks to address peak tailing
ffects coming from adjacent peaks.

The potential of the different lenses in the ion optics play
n important role in isotope ratio measurements as it has been
uoted in previous works [12,22]. In Fig. 2 the measured
06Pb/208Pb isotope ratio is plotted versus the potential of the
inzel 2 lens in the Agilent 7500c quadrupole ICP-MS. As it

s shown, by only increasing the Einzel 2 lens potential from
5 to +16 V the measured 206Pb/208Pb ratio decreases by about
%. The ion lenses settings, selected to obtain maximum analyte
ignal intensity, are collected in Table 1.

Quality assurance of the isotope ratios measurements

nvolved the evaluation of the main parameters affecting accu-
acy and precision of analytical data, including scan conditions
Precision) and dead time, mass bias and interference effects
Accuracy).

ig. 2. Dependence of the measured 206Pb/208Pb ratio (30 �g L−1 NIST SRM
81) on the potential of the Einzel 2 lens of the Agilent 7500c quadrupole ICP-
S (potential of other lenses: Extract: 3.2 V, Einzel 1: −80 V, Einzel 3: −80 V).

rror bars represent the standard deviation between five replicates.
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ig. 3. Integration time vs. relative standard deviation (R.S.D.) using a NIST
RM 981 solution (lead concentration of 20 �g L−1) spiked with 20 �g L−1 of
l (internal standard).

.1. Precision

The precision of isotope ratio measurements is influenced
y noise and instability originated in both the ICP and the
uadrupole mass filter [23].

It should be noted that in the present study, a concentric
ebuliser in the self-aspiration mode was used for sample intro-
uction, so discrete noise components caused by rotation of the
eristaltic pump rollers were effectively eliminated. Radiofre-
uency power and gas nebuliser flow rates were also selected so
s to minimise relative standard deviation (R.S.D.), see Table 1.

Moreover, integration time for each isotope ratio was opti-
ised in respect to the lowest R.S.D. obtainable as detailed in
ig. 3. All measurements were done using three points per peak
nd five replicates of each sample. As expected, the higher the
ntegration time the lower the standard deviation until a con-
tant value was reached; from these results, an integration time
f five seconds was fixed for all the isotopes except for 204Pb
hich requires a longer time to get a similar precision. Ten sec-
nds were finally chosen as a compromise between precision
nd analysis time.

As a result, a total time of 9 min was needed for each sample
nalysis obtaining R.S.D. values which are in agreement with
hose reported in the literature using other quadrupole based
nstruments (R.S.D. ≈ 0.1% except in the case of isotope ratios
nvolving 204Pb, R.S.D. ≈ 0.2–0.3%) [22,24].

.2. Accuracy

To achieve good accuracy of isotope ratio measurements by
CP-MS three important instrumental bias factors have been
tudied and properly corrected, including dead time of the detec-
ion system, the mass discrimination mainly due to the space
harge effects as well as spectral interferences.

.2.1. Mass discrimination
Mass discrimination is an instrumental bias as a result of a

ifferent transmission of ions according to their masses from

he point at which they enter the sampling device until they are
nally detected by the electron multiplier [23]. Several different
rocesses contribute to this deviation including mass fraction-
tion in the sampling processes or space charge effects in the
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Table 3
Comparison of relative errors (Rcorrected − Rcertified)/Rcertified (%) in estimation of mass bias corrections (lineal, potential and exponential algorithms) using the
NIST-981 (30 �g L−1 Pb) and Tl (20 �g L−1) as internal standard (203Tl/205Tl)

Lineal Potential Exponential

Bias factor (K) K = Rexp − Rtheo

RtheoΔM
K =

(
Rexp

Rtheo

) 1

ΔM − 1 K = −1

ΔM
ln

(
Rexp

Rtheo

)
Corrected isotope ratio Rc = Rexp

1 + K(ΔM)
Rc = Rexp

(1 + K)ΔM
Rc = Rexp

eKΔM

K −0.0043 −0.0043 −0.0043
204Pb/207Pb −0.062 −0.077 −0.077
206Pb/207Pb 0.18 0.18 0.18
208 207 −0.0088 −0.0097

R isotope ratio), �M (mass difference between the isotopes involved in the ratio), K
(
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Fig. 4. Comparison of measured, corrected (Thallium internal correction) and
certified lead isotope ratios using a 30 �g L−1 NIST SRM 981 solution spiked
w
v
r

r
m
isotope ratio (203Tl/205Tl), �M: mass difference between the
isotopes involved in the ratio.

Therefore, despite that the internal correction increased the
Pb/ Pb −0.0088

exp (experimental isotope ratio), Rtheo (theoretical isotope ratio), Rc (corrected
mass bias factor).

egion of the skimmer cone (due to the preferential transport of
eavier isotopes) [25].

Instrumental mass bias may be corrected by using a certified
sotopic standard (external correction) or by the measurement of
n isotope ratio of an element with known isotopic composition
n the same mass range, as an internal standard. The bias is
hen applied as a part of a mathematical model (linear, power or
xponential algorithm) to correct the analyte ratio [11].

In the present work, mass bias correction has been carried out
y internal correction using Tl as internal standard (203Tl/205Tl).
t has to be kept in mind that using internal correction inaccura-
ies may be introduced as the isotopes used to calculate the bias
ave masses, ionisation characteristics and isotopic abundances
hat are different to the analyte isotopes [26].

It is known that the use of an inappropriate mathematical
odel in estimation of mass bias may lead to a certain degree

f inaccuracy. Consequently, the different correction algorithms
lineal, power or exponential) were tested, so as to study its suit-
bility in our particular case, by using thallium for the correction
f lead isotope ratios measured for NIST SRM 981. Results
btained in the comparison study are summarised in Table 3.
s it is shown, the relative errors after correction are very sim-

lar using the three fitting functions leading to the conclusion
hat any of the three algorithms are valid for correction of mass
ias. Finally, the power law function was selected for measure-
ents since it is one of the most commonly used according to

he literature [20].
In Fig. 4 measured, corrected and certified values for each

sotope ratio studied are displayed. As it is shown, measured
alue deviations from the certified values, which result from
ass bias drift, range from 0.4 to 2%, whereas after correction,

he errors are reduced to 0.01–0.1%. Thus, the internal correction
sed in this study efficiently eliminates the mass bias drift effect.

In order to compute the propagated uncertainty on the lead
sotope ratios corrected for mass bias, the uncertainty on the

ass discriminating factor (K) has to be taken into account.
ccording to the expressions used in the potential correction
see Table 3), the propagated uncertainty results in:

(RPb(c)) = RPb(c)

√(
S(RPb(exp))

RPb(exp)

)2

+
(

S(RTl(exp))

RTl(theo) eΔMPb/ΔMTl(ln RTl

a

ith 20 �g L−1 of thallium (n = 5, straight lines represent the certified isotopic
alues obtained by TIMS and broken lines display the respective 95% confidence
anges).

where S: standard deviation, RPb(c): corrected lead isotope
atio for mass bias, RPb(exp): measured lead isotope ratio, RTl(exp):

easured Tl isotope ratio (203Tl/205Tl), RTl(theo): theoretical Tl
(exp)/RTl(theo))

)2

(1)

ccuracy of the isotope ratio values, the precision decreased due
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o the additional deviations of thallium isotope measurements. In
he present study, the overall precision of bias corrected Pb iso-
ope ratios (expression 1) ranges from 0.15–0.18%, except for
he ratios involving 204Pb that present higher values (≈0.3%)
ue to the lower abundance of this isotope. Analogous R.S.D.
alues have been reported by other authors using similar instru-
entation [4].

.2.2. Dead time
The electron multiplier detector employed in this study could

se an analog mode (high concentrations) or a pulse counting
ode (low concentrations) for ion signal measurement. For our

urposes, the detection was made in all cases using the pulse
ode so as to work under more sensitive conditions.
Firstly, it was necessary to study which was the maximum

ead concentration that can be measured before the instrument
utomatically switches to the analog mode. For this purpose,
olutions containing increasing concentrations of common lead
NIST SRM 981) spiked with 20 �g L−1 of Tl were measured
nd the “corrected” isotope ratios were plotted with the corre-
ponding confidence range (n = 5, 95% confidence level), see
ig. 5.

The results obtained showed that concentrations lower than
0 �g L−1 should be used since at higher levels the more abun-
ant lead isotope (208Pb) is already measured in the analog mode.
n the other hand, at 10 �g L−1 the measured uncertainty is
oticeable, particularly for the less abundant isotope (204Pb).
onsequently, a working range from 20 to 50 �g L−1 was used

hroughout this work (Fig. 5).
It is important to note that at high count rates different effects

an cause pulse counting systems to register fewer events than
ctually occur [25]. As a consequence, signal responses become
on-linear above certain concentration level (dead time of the
etector). As it can be seen in Fig. 5, from 20 to 50 �g L−1, the
ependence of isotope ratios upon analyte concentration is non-
xistent, suggesting that at this lead levels dead time correction
f the detector was not necessary.

.2.3. Interferences
The measurement of 204Pb by mass spectrometry is subject to

n isobaric interference from 204Hg [27]. Owing to the possible
resence of this metal in the mining waste samples studied, the
easured 204Pb ion beam was corrected for the Hg contribution.
Two expressions were evaluated to correct the measured

ntensity at mass 204 by measuring the ion beam of 202Hg:

04Pb = I(204) − Abundance(204Hg)

Abundance(202Hg)
× I(202Hg) (2)

04Pb = I(204) −
(

Abundance(204Hg)/Abundance(202Hg)

1 + KΔM

)
202
× I( Hg) (3)

here Abundance (204Hg)/Abundance (202Hg) = 0.23.
The mass discrimination factor between 202 and 204 masses

expression 3) was neglected since a preliminary study indicated

f
i
p
i

ig. 5. Lead isotope ratios dependence on analyte concentration. Straight lines
epresent the certified isotopic values (NIST SRM 981) and broken lines display
he respective 95% confidence range.

hat isotope lead ratios obtained with and without mass bias
orrection were found not to be significantly different at 95%
onfidence level. According to that, it was considered appropri-
te to use the expression 2 for 204Pb ion beam correction, due to
ts higher simplicity.

Table 4 collects the isotope ratio values attained with a
0 �g L−1 lead solution spiked up to 20 �g L−1using an Hg solu-
ion of 10 mg L−1, after and before mercury correction. Results
learly demonstrate the necessity of 204 ion beam correction for
he Hg contribution. Besides, the isotope ratio values obtained
fter Hg correction are in agreement to those measured for a solu-
ion without Hg, leading to the conclusion of the effectiveness
f the equation used for 204Hg correction.

On the other hand, it is necessary to assess whether matrix
nterferences make a significant contribution to the offset of
he mass discrimination corrected isotope ratio from its true
alue. This may be done by scanning the mass region of interest

or a procedural blank. In this study, no correction for matrix
nterferences was considered necessary as lead concentration in
rocedural blank solutions represents <0.2% of the Pb content
n samples. Besides, Tl content measured in a procedural blank
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Table 4
Effect of 204 ion beam correction for 204Hg contribution using a NIST SRM 981 solution of 20 �g L−1 (n = 5, 95% confidence level)

204Pb/207Pb 204Pb/206Pb 204Pb/208Pb

With Hg before correctiona 0.1574 ± 0.0004 0.1203 ± 0.0003 0.0628 ± 0.0002
With Hg after correctiona 0.0630 ± 0.0002 0.0482 ± 0.0001 0.0252 ± 0.0001
Without Hg before correction 0.0633 ± 0.0003 0.0483 ± 0.0003 0.0253 ± 0.0002
W
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calculated. To avoid sample-to-sample memory effects a rinse
step of 20 s using Milli-Q water was performed.

Quality assurance (precision and accuracy) of the measuring
procedure was addressed by analysing a 30 �g L−1 NIST SRM
ithout Hg after correction 0.0632 ± 0.0003

a NIST SRM 981 solution was spiked to 20 �g L−1 with a high purity Hg sol

[Tl] <0.07 �g L−1) indicated that its contribution to the isotopic
easurement was also negligible.

.3. Reproducibility

As mentioned previously, the whole procedure developed was
valuated using the isotopic standard NIST SRM 981, and all the
ead isotope ratios of this standard were determined every work-
ng day. The results of the determinations during a four month
eriod (n = 10) are presented in Fig. 6 with the corresponding
onfidence range (n = 5, 95% confidence level).

The standard deviation for long-term measurements was
lightly lower than that obtained for short-term (a single work-
ng day) measurements, with a R.S.D. values ranging from 0.11
o 0.14%, except for the ratios involving 204Pb which presents a
.S.D. values from 0.21 to 0.27%.

A similar study was performed measuring the lead isotope
atios of a mining waste sample on three different days over
period of three month (see Table 5). As it is shown, results

btained for measurements (n = 5) on three different days agree
ell and no statistically significant differences at the 95% con-
dence level were found.

.4. Application of lead isotope ratios to real samples

A characteristic feature of all the samples collected in the
hree mining districts studied is the large amount of lead, rang-
ng from 0.03 up to 13 wt.%. Therefore, after measurement of the
b concentration in sample digests, the solutions were adjusted

o have a lead concentration of about 30 �g L−1, according to
he suitable working range (from 20 �g L−1 to 50 �g L−1) estab-
ished previously.
Once dilutions were performed, they were spiked with a high
urity Tl solution to 20 �g L−1 so as to correct for mass bias drift.
t is relevant to note that diluted digests spiking was carried out
ust before the analysis to avoid possible redox reactions under

able 5
ariation of lead isotope ratios of a mining waste sample observed over a period
f three months

204Pb/207Pb 206Pb/207Pb 208Pb/207Pb

nitial 0.0640 ± 0.0005 1.155 ± 0.004 2.439 ± 0.007
month 0.0640 ± 0.0006 1.155 ± 0.007 2.439 ± 0.012
month 0.0643 ± 0.0008 1.147 ± 0.013 2.431 ± 0.016

ata are expressed as the mean value of five replicates with the respective 95%
onfidence range.

F
t
d

0.0483 ± 0.0003 0.0252 ± 0.0001

aboratory conditions that can greatly affect the precision and
ccuracy of Pb and Tl isotope ratio values [27].

For each sample, two independent replicates were pre-
reated and analysed five times separately. The mean value and
espective confidence level (95% confidence level) were then
ig. 6. Variation of the lead isotope ratios (30 �g L−1 NIST SRM 981 solu-
ion) observed over a period of four months (s = standard deviation of the mean,
iscontinuous line represent certified values).
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from 1.182 ± 0.009 to 1.186 ± 0.008 (206Pb/207Pb) and from
2.47 ± 0.01 to 2.48 ± 0.02 (208Pb/207Pb). Finally, samples from
Cartagena are located at the upper part of the graph with typical

Table 6
Standardised coefficients and explained variance from the functions obtained
with the discriminating analysis

Function
Fig. 7. Dendogram (Ward’s method of agglomeration and square

81 solution at the beginning and at the end of the analysis of
ach batch of samples.

Study of the possible differentiation of the different mining
astes from the areas studied was performed on the basis of the

esults of all the possible lead isotope ratios measured in the
ollected samples by using cluster analysis. Square Euclidean
istances were used as a similarity measurement and the Ward’s
ethod as agglomeration rule. Results obtained are displayed as
dendrogram in Fig. 7. At a cursory glance, three clearly distinct
roups can be observed corresponding to the different mining
istricts where samples were collected. Besides, it would appear
hat mining waste samples from Val d’Aran are substantially
ifferent to those collected at the other two locations.

In order to establish the minimum lead isotope ratios that
ould also allow distinguishing between mining districts, a
iscrimination analysis using Wilk’s lambda method was per-
ormed. Two functions based on linear combinations of the
06Pb/207Pb and 208Pb/207Pb variables were generated (Table 6)
ndicating that 206Pb/207Pb and 208Pb/207Pb are highly indicative
f mining waste samples origin and using only this two isotope

atios is possible to discriminate properly between the mining
reas (Fig. 8). This point is the main interest for isotopic analysis
y techniques less sensitive and precise than thermal ionisation
ass spectrometry as ICP-MS, since 206, 207 and 208 isotopes

V
2

2

idean distances) showing clustering of mining districts (n = 29).

re easier determined than 204Pb due to the lower abundance of
his isotope.

If the plot 206Pb/207Pb versus 208Pb/207Pb is performed,
he points which represent samples from the three mining
reas studied really fall into three separated groups (Fig. 9).
ll the tailings from Val d’Aran can be assembled in a

ingle group with ranges in Pb ratios from 1.153 ± 0.004
o 1.159 ± 0.006 (206Pb/207Pb) and from 2.436 ± 0.009 to
.441 ± 0.009 (208Pb/207Pb). In a similar way, the sam-
les collected at Osor join together with values ranging
1 2

ariance (%) 98.2 1.8
06Pb/207Pb −0.421 1.005
08Pb/207Pb 0.755 0.785
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ig. 8. Discriminating analysis (Wilks’ Lambda method) of lead isotope ratios
n mining waste samples (n = 29).

alues from 1.193 ± 0.004 to 1.200 ± 0.003 (206Pb/207Pb) and
rom 2.48 ± 0.01 to 2.490 ± 0.007 (208Pb/207Pb).

From Fig. 9 it could be seen a linear tendency (R2 = 0.9821)
etween 206Pb/207Pb and 208Pb/207Pb ratios. This fact could be
xplained taking into account the possible variations of the rel-
tive abundance of lead isotopes over the time, as commented
n the introduction section. Old lead ores were formed at an
arly stage in the earth’s evolution so the decay of Th and U
ontribute little to the lead before these elements become iso-
ate from the lead ore. Thus, as a general rule, old lead ores
re generally characterised by low 206Pb/207Pb ratios, whereas
ore radiogenic samples of lead, those that have been mixed
ith thorium and uranium for a long period of time, have ratios

f 1.18 and above [28]. According to that, it could be deducted
hat galena (lead ore) from Val d’Aran is more ancient than
hose from Cartagena and Osor, which present higher radio-

t
c
s

ig. 9. Plot of 206Pb/207Pb vs. 208Pb/207Pb for mining waste samples studied (n = 29)
eplicates of each sample analysed five times separately.
ig. 10. Relationship between 206Pb/207Pb ratio and the Pb content (mg kg−1)
or analysed samples.

enic isotope ratios. Moreover, it would seem that geological
ge of lead ores from Cartagena and Osor are similar because
f the similarity between the respective isotope ratios. These
tatements are consistent with the geological data for the age of
he ore deposits in the Eastern part of Spain. Whilst Val d’Aran
eposits were formed during Cambro-Ordovician time (about
50–550 Ma old) [18], the mineral deposits of Osor and Carta-
ena where generated during the Tertiary and the calculated ages
re quite younger than for Val’Aran deposits (approximately
5–50 Ma for Osor [19] and 7–11 Ma for the Cartagena ores
29]).

It is interesting to note that despite we can differentiate clearly
etween the mining wastes from the studied mining areas (which
s related to the geological age of lead ores), the Pb isotopic com-
osition of the different kind of samples within a mining district
galena ore, processing wastes, “contaminated mining samples”)
s indistinguishable leading to the conclusion that lead in the
amples is derived from the same source of lead. The depen-
ence of isotope ratios upon analyte concentration (Fig. 10)
s non-existent suggesting that different sort of samples within

he same area could be identified taking into account their lead
ontent. In this case, “likely” contaminated soil and sediment
amples from Cartagena and Osor present similar 206Pb/207Pb

. Error bars (95% confidence range) are based on results from two independent
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atios to the mining wastes but their lower lead content allow dis-
inguishing them from the mining waste samples. On the other
and, resemblance between isotopic composition of soils and
ediments and that from mining tailings pointed out the contam-
nation of these samples by mining activities. However, it has to
e kept in mind that other source of lead pollution such as the
ast leaded-petrol emissions could not be excluded. According
o that a leaded-petrol sample was analysed and the obtained
esults were of a low lead ratios (206Pb/207Pb = 1.080 ± 0.004,
08Pb/207Pb = 2.374 ± 0.008), as reported in other works [8,30].
aking into account that the ratios determined in soil and sed-

ment samples are substantially higher than that determined in
he petrol sample, we can suggest that the unusual high content
f Pb in these samples are derived from mining activities rather
han from other lead sources.

. Conclusions

The results of this investigation highlight that ICP-MS tech-
ique provides sufficient precision and accuracy to satisfactorily
eterminate lead isotope ratios in mining wastes as a tool to
dentify their source, provided that instrument bias factors are
roperly studied and corrected.

By only monitoring 206Pb/207Pb and 208Pb/207Pb ratios in
ining waste samples it was feasible to identify properly min-

ng lead origin which is related to the geological age of lead ore.
he data showed that the Pb isotopic composition of the dif-

erent kind of samples within a mining district (galena ore and
rocessing wastes) is indistinguishable and close to that deter-
ined from soils and sediments from the same areas, suggesting

hat the high lead content in these samples is derived from the
ining operations.
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bstract

Using proper calibration data Fourier-transform near infrared spectroscopy is used for developing multivariate calibrations for different analytical
eterminations routinely used in the surfactants industry. Four products were studied: oleyl-cetyl alcohol polyethoxylated, cocamidopropyl betaine
CAPB), sodium lauryl sulfate (SLS) and nonylphenol polyethoxylated (NPEO). Calibrations for major as well as very low concentrated compounds
ere achieved and every model was validated through linearity, bias, accuracy and precision tests, showing good results and the viability of NIR
pectroscopy as a full quality control method for this products. Duplicate and complete analysis on a single sample takes at most 3 min, requiring
either sample preparation nor the use of reagents. The analytical reference procedures involved in this work represent the typical ones used in the
ndustry and the NIR method shows good results in the analysis of components with weight concentrations less than 1%.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Surfactants are used in different areas. Although more known
or their cleaning capacity, they can also act as emulsifying,
oaming, wetting or even bactericide agents, depending on their
omposition. In order to carry out those functions, surfactants
ust fulfil some quality requirements, which in the industry are

valuated with standardized analytical methods [1–3]. Among
hem are liquid extraction, volumetric and gravimetric analyses,
hromatography and even MIR spectroscopy; yet those methods
an be very time-consuming and need reagents and solvents that
ncrease costs besides probably being environmentally harmful.

In the past years near infrared spectroscopy along with
hemometrics have proved to solve that kind of problems and
onstitute together a faster, less costly and not polluting analyti-
al method in many areas of chemistry. However, its application

or quality control of surfactants has only dealt with the determi-
ation of major components [1,4]. In the real world, commercial
amples require determinations that have to do with concentra-

∗ Corresponding author. Tel.: +52 55 56223794; fax: +52 55 56223723.
E-mail address: elcuaderno@yahoo.com.mx (J.Fco. Martı́nez-Aguilar).
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lidation

ions and analytes that are considered too low or not suitable for a
echnique like NIR. In this work, we show that NIR spectroscopy
an provide good results in the analysis of these materials, study-
ng some of the most important and representative products of
he industry and exploring its applicability for determining even
ery low concentration constituents, provided that they have a
elationship with the active, main compounds of the surfactants,
aking possible a complete quality analysis.

.1. Theory

In the near infrared zone, analytical signals (absorbance mea-
ures) arise as a result of overtones and combination bands of
–H, O–H, N–H and S–H bonds. The spectral range goes from
4300 to 4000 cm−1. With the aid of chemometric tools like
artial least squares regression (PLSR) it is possible to build cal-
bration models using most of the information contained in the
bsorption spectra for getting a relationship between the ana-

ytical responses and the analyte concentration, obtained with

reference method. In order to select the appropriate dimen-
ion of the calibration models, we have used the Haaland and
homas criterion via a leave-one-out cross validation [5]. The
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Table 1
Analytical determinations and reference procedures performed on the studied products

Product Determination Analytical method

OC-AEO Hydroxyl number Esterification with phthalic anhydride in pyridine and titration with NaOH

CAPB
solu-
tion

CAPB content Titration with HClO4 of the basic solution in CHCl3-ethylene glycol monomethyl ether
Solids Karl–Fischer titration with CH3OH as solvent
Glycerol Oxidation with periodate and titration with NaOH
NaCl Mohr titration

SLS
solu-
t

SLS content Epton titration with benzalkonium chloride
Lauryl alcohol HPLC quantification
NaCl Mohr titration

cipita
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bond. The strong band at 5782 cm−1 is due to the CH antisym-
metric stretching first overtone of CH2, which overlaps with
the symmetric stretching mode. Bands at 5180 and 4880 cm−1

can be assigned to the OH combination bands of water and
ion Sulfates Pre

PEO solution Solids We

rediction error sum of squares (PRESS) gives a measure of the
ifference between the predicted and the actual concentrations
nd it can be used to determine the number of components that
etter model the data. However, looking just for the number of
actors that gives the minimum PRESS can lead to overfitting.

better choice is to calculate the quotient of the PRESS val-
es obtained with fewer factors and the minimum PRESS. From
hese values an F ratio probability is calculated and, to select the

ore parsimonious model, the model with the smallest PRESS
ot significantly greater than the global PRESS minimum is
dopted. The F-test is carried out with m and m degrees of free-
om (m is the number of calibration samples) and α = 0.25 as it
as been suggested and used elsewhere. It is important to men-
ion that in order to prepare suitable training sets the collection
f analysed samples was accomplished during a 1-year period.
t ensures not just taking into account more differences within
he production processes than the different batches alone but
lso expands the calibration ranges and allows building more
obust models. The availability of the samples was nevertheless
imited and the obtained test sets did not cover all the range of
oncentrations. Having these facts it was decided to use a full
ross validation, which uses every sample to build the calibration
odels at the same time that test them. As they originate from

ifferent batches and the method leaves one sample out a time
he possibility of introducing bias is minimized. The equation
hat regression gives for predicting concentration of unknowns
s ŷ = b0 + xTb, where xT indicates the transpose of the x vector
epresenting the spectrum of a sample, ŷ indicates the estimated
oncentration, b0 is a constant and b represents the predictor
unction [6,7].

. Experimental

.1. Instrumentation and software

The absorbance spectra were collected with an FT-NIR model
PA spectrometer from Bruker Optiks, equipped with a ther-
oelectrically cooled InGaAs detector. Each spectrum was the
verage of 32 scans measured over the spectral range from 12800
o 4000 cm−1, having a resolution of 4 cm−1. The measurements
ere performed in a temperature-controlled cell holder with a
athlength of 6 mm.
tion titration with Pb2+

g of the residue after a 30 min heating period at 125 ◦C

.2. Samples and evaluated parameters

Four products, provided by industry, were studied: oleyl-cetyl
lcohol polyethoxylated (OC-AEO, polyethoxylated mixture of
oth alcohols), cocamidopropyl betaine (CAPB), sodium lauryl
ulfate (SLS) and nonylphenol polyethoxylated (NPEO). OC-
EO is a white solid, CAPB and SLS are manufactured as

queous solutions while NPEO has a water content less than
0%. Table 1 summarizes the parameters habitually tested for
ach product as well as a brief description of the analysis method
urrently used. For each product, 30 samples were used as cali-
ration set, every sample corresponding to a different production
atch of the respective product, guaranteeing in this way the
odelling of variations within samples due to the raw material

nd the process itself.

. Results and discussion

.1. Calibration for oleyl-cetyl alcohol polyethoxylated

Fig. 1 shows the average spectrum of OC-AEO. The fea-
ure around 8227 cm−1 can be assigned to the CH symmetric
tretching second overtone of CH2. The broad feature from 7400
o 6200 cm−1 is due to the overlapping of the OH stretching
rst overtone, combination bands of CH vibrations of the CH2
roup and the first overtone of OH stretching modes of hydrogen
Fig. 1. Average absorbance spectrum of OC-AEO.
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Table 2
OC-AEO, parameters of hydroxyl number calibration

Hydroxyl number

Spectral range 7500–5450 cm−1

Signal processing First derivative
Factors 9
R −3
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ative error of prediction REP (%). Another method for testing
accuracy has been the paired t-test between NIR and reference
results of nine determinations of samples from different produc-
tion batches. In the full cross validation each sample is treated as

Table 3
Slope and intercept of the regression of NIR vs. reference values for the per-
formed analyses

Product Determination NIR vs. reference values regression

b1 (intercept) b0 (slope)

OC-AEO Hydroxyl number 0.1451 0.9961

CAPB solution

CAPB content 0.2470 0.9921
Solids 0.1935 0.9949
Glycerol 0.0527 0.9805
NaCl 0.0265 0.9948

SLS content 0.2970 0.9900
Lauryl alcohol 0.0031 0.9931
MSECV 5.7 × 10 mol/kg
utliers 2

ydroxyl group, respectively. Finally, the intense feature beyond
600 cm−1 is assigned to the overlapping of combination bands
f H2O, CH2 and CH3.

Table 2 shows the optimal parameters encountered for build-
ng the calibration model for hydroxyl number. Although near
nfrared spectroscopy has been studied for its application in this
etermination [7,8] in order to replace the annoying and time-
onsuming esterification-titration method, reports present the
se of the bands around 7100 or 4880 cm−1. In our case the
pectral range selected covers the former feature as well as the
H first overtones of CH2, since the hydroxyl number has a high
orrelation with the degree of ethoxylation and it improves the
erformance of the model, as Table 4 shows (repeatability CV
f 0.88% and intermediate precision CV of 1.56%).

PLSR offers the opportunity to detect outlying calibration
amples that can be damaging for the model, either because they
re observations apart from the rest (high leverage values) or the
nstrumental data are poorly predicted (high spectral residuals).
amples with leverage significantly larger than the rest have a
arked influence on the model and have to be examined. The

ractical limit is three times the mean leverage [9]. With respect
o the spectral residuals, it is possible to recognize outliers by
mploying an F-test comparing the individual squared spectral
esidual with the mean of all others. An F ratio probability is
alculated with the F values and 1, m-1 degrees of freedom,
aving a limit of 0.99. Concentration outliers are detected in
similar manner, calculating the squared differences between

he reference and the estimated concentrations. In our models,
ome of the discarded samples had extreme leverage values that,
lthough being well predicted, are definitely far from the rest of
he calibration samples and have been removed in order to have

well-spanned calibration set. Others are concentration out-
iers whose reference method is thought to be affected by some
nterferences caused by the storage time, especially the lauryl
lcohol values in the CAPB solution. In the case of hydroxyl
umber there was also a spectral residual.

Reducing too much the size of the calibration set could
ffect its quality for predicting new concentrations. However,
he size of calibration sets with the ranks used according to
ables 2, 5, 7 and 9 are well accepted for exploring the appli-
ability of the developed multivariate calibrations models [6,9].
he factors respond not just to the variations of the measured
onstituents but also to chemical and physical interferences. In

his sense, it is important to remark that the analysed commercial
amples have a relatively high viscosity that varies from sample
o sample and also causes the formation of tiny bubbles dur-
ng homogenization and transfer to vials. These factors along

S

N

taño / Talanta 73 (2007) 783–790 785

ith the small variations in temperature have to be modelled.
oreover, many of the constituents are not the major ones in

he samples, and their spectra, being very water-like, reflect just
eak features due to the organic main constituents, which in turn

re correlated with the minor compounds. In fact, water could
e considered as a chemical interference, very strong in these
ases. However, we can see that for calibrating solids content
n CAPB and NPEO solutions the number of factors is smaller,
s the reference method has to do precisely with the determi-
ation of water content turning it in some way into the target
ompound.

Table 3 shows the intercept and slope values of the regression
f the results provided by the NIR method versus the results
btained with the reference one. The calibration model covers
he hydroxyl number range of 0.6128–0.7059 mol KOH/kg.

In order to evaluate linearity, we have used the Durbin-Watson
DW) test at a significance level α of 0.025, applied to the residu-
ls from the linear regression between the estimated NIR values
nd the reference ones [10]. Null hypothesis is that they do not
ave serial correlation. The value of the DW statistic d is com-
ared with upper (dU) and lower (dL) bounds and is expected
o have the property dL < d < 4 − dL and dU < d < 4 − dU for not
ejecting the null hypothesis at level 2α = 0.05. Results are indi-
ated in Table 4.

Once linearity has been examined, bias is then tested via the
lliptical joint confidence region (EJCR) for the true intercept
b0) and slope (b1) of the linear regression. In an ideal situation
he intercept (b0) of the regression line should be 0 and the slope
b1) should be 1. The null hypothesis that b0 = 0 and b1 = 1 is
ested by an F-test. If the F calculated has an associated signifi-
ance level α superior to 5% it can be concluded that the point
0,1) is inside the EJCR and that there is no evidence for constant
nd proportional systematic errors [11].

Accuracy is one of the most important parameters of a cali-
ration model. One of the used criterion for evaluate this aspect
s the RMSECV value, and we have added in the tables the rel-
LS solution NaCl 0.0005 0.9976
Sulfates 0.0050 0.9912

PEO solution Solids 0.3577 0.9950
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Table 4
OC-AEO, validation results

Hydroxyl number

Linearity (DW test)
d = 2.44
dU = 1.37, dL = 1.22
dL < d < 4 − dL, dU < d < 4 − dU

Test of bias 94.3%

Accuracy

d̄ = −0.172
S.D. = 0.812
tcalc = 0.635
tcrit = 2.306

REP 0.89%

Repeatability
Mean: 36.75
S.D. = 0.323
CV = 0.88%
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ntermediate precision S.D. = 0.578
CV = 1.56%

ndependent one time and allows to explore the performance of
he model without wasting data for testing only. In our case every
ample originates from different batches and were collected over
1-year period so that the model is tested over the whole con-

entrations range and considers the possible variations within
he production processes over time. Linearity is then evaluated
etween the predicted and actual concentrations, although it will
e a good practice to examine the results over new samples as
ts availability is reached whereupon also another measure of
ccuracy (predicted versus actual values) would be possible.

Repeatability has been assessed analysing a single sample
ix times on the same day. Intermediate precision was evaluated
y two different analysts measuring the hydroxyl number on 3
onsecutive days. Samples are new, independent from the cali-
ration set and from the one used for testing accuracy. Results
f standard deviation (S.D.) and percent coefficient of variation
CV) for these analyses are listed in Table 4.

.2. Calibration for cocamidopropyl betaine solution

This product has a typical composition of 40% of solids and
0% of water. Having the latter one of the most intense bands
n the near infrared zone, the average spectrum showed in Fig. 2

ecomes very water-like. Signal at 10280 cm−1 and the broad
eature from 9000 to 7800 cm−1 are assigned to the OH sec-
nd overtone and combination bands of water, respectively. The
atter is here heavily overlapped with the CH stretching sec-

(

e
d

able 5
APB solution, parameters of the respective calibrations

CAPB content Solids

pectral range 9626–7498 cm−1, 6102–5774 cm−1 11300–7498 cm−1

ignal processing First derivative + VN First derivative + MSC
actors 9 6
MSECV 7.9 × 10−3 mol/kg 0.327%
utliers 2 2

N, vector normalization; MSC, multiplicative signal correction.
Fig. 2. Average absorbance spectrum of CAPB solution.

nd overtones of CH2 and CH3 groups. Water gives rise to
wo very strong signals at 6897 and 5154 cm−1, due to the OH
tretching first overtone and the OH stretching + OH bending
ode, respectively. Nevertheless, the very broad features in the

ange of 7800–6100 cm−1 and 5400–4000 cm−1 are known to be
aused by multiple overlapping bands of various modes of water
in this case another groups like CH2 and CH3 also take part),
ather than the single ones mentioned. The weak shoulder around
430 cm−1 is ascribed to the OH symmetric stretching + OH
ending + rotational mode [7].

In the spectral range of 6100–5400 cm−1 arise four weak
ignals. Features at 5784 and 5673 cm−1 are due to the CH2
roup (CH antysim. stretching and CH symmetric stretching
rst overtone, respectively). Water gives rise to another feature
t 5564 cm−1, a combination band. Finally, the very weak feature
t 6019 cm−1 is assigned to the betaine group.

.3. CAPB content

Table 5 shows the parameters used for building the calibra-
ion models for each determination that CAPB solution requires.
APB content is estimated using most of the variables present

n the spectrum but the most intense water bands have been dis-
arded for they present too high absorbance values, which are
oisier and less reproducible. First derivative was performed
long with vector normalization, which corrects multiplicative
ffects (probably small different sample thickness) just like other
ata pretreatment like minimum–maximum normalization or
ven multiplicative signal correction, MSC [6,7]. Model built
ith only first derivative gives an RMSECV slightly higher

−3
8.47 × 10 mol/kg).
Table 3 lists the correlation results between the NIR and ref-

rence values for the CAPB content as well as the other worked
eterminations. The calibration model covers a concentration

Glycerol NaCl

11300–7498 cm−1 11300–7498 cm−1

Minimum–maximum normalization Minimum–maximum normalization
9 9
7.2 × 10−3 mol/kg 8.7 × 10−3 mol/kg
2 0
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Table 6
CAPB solution, validation results

CAPB content Solids Glycerol NaCl

Linearity (DW test)
d 1.68 1.70 2.22 1.74
dU 1.37 1.37 1.37 1.38
dL 1.22 1.22 1.22 1.25

dL < d < 4 − dL dU < d < 4 − dU

Test of bias 90.8% 93.8% 75.4% 92.7%

Accuracy
d̄ 0.270 −0.138 −0.040 0.002
S.D. 0.476 0.197 0.057 0.036
tcalc 1.702 2.101 2.105 0.185
tcrit 2.306 2.306 2.306 2.306

REP 0.92% 0.81% 2.28% 0.95%

Repeatability
Mean 28.53 37.05 2.75 4.88
S.D. 0.118 0.059 0.025 0.010
CV 0.4% 0.16% 0.9% 0.2%

Intermediate precision
Mean 28.21 36.85 2.91 5.16
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S.D. 0.221
CV 0.78%

ange of 0.7927–0.9892 mol/kg (28.5–35.6%), and the valida-
ion results for this and the rest of NIR determinations for CAPB
olution are listed in Table 6.

.4. Solids

Results of water content determined by Karl–Fischer titration
ere subtracted from the unitary value to obtain the solids con-

ent values. In this case, the model has a better RMSECV using
he OH second overtone of water and, compared with the CAPB
ontent determination, discarding some features due to CH2, the
eak ones between the two very broad signals due to water. The

oncentration range goes from 35.92 to 44.06%. It is necessary
o mention that even though this and the two next determinations

o not use the weak signals in the range of 6100–5400 cm−1, the
APB content is primarily predicted by using those variables, as

he predictor function in Fig. 3 shows. Therefore, a compromise
etween the signal intensities must be fulfilled: increasing the

t
a
t
t

Fig. 3. Predictor function for CA
089 0.044 0.019
24% 1.5% 0.37%

athlength increases the intensity of the feature due to the OH
econd overtone of water, which is used for predicting solids,
lycerol and NaCl, but instead of improving the weak signals
n the spectral range mentioned above, used for CAPB content
rediction, a distortion due to water absorption occurs. Using
shorter pathlength vanishes those features as well as the sig-
al of the water second overtone. The pathlength used allows a
omplete quality evaluation of the product in a single exposure,
ithout affecting the method performance (see Table 6).

.5. Glycerol and NaCl

Although glycerol is a compound whose NIR spectra could
e readily correlated with concentration, its weight content in

he CAPB solution is low (2–4%). For NaCl there are not even
bsorbance features that could be ascribed to it. However, these
wo compounds are known to have a stoichiometric-type rela-
ionship with the betaine, derived from the production process,

PB content determination.
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Fig. 4. Average absorbance spectrum of SLS solution.

hich allows us to build their respective calibration model. Both
eterminations are better performed choosing a spectral range
imilar to that of solids content. The concentration range is
.2696–0.3576 mol/kg for glycerol and 0.8085–1.0325 mol/kg
or NaCl. Table 6 shows that the proposed method completely
ccomplishes the common confidence standards in precision
ests (repeatability CV of 0.2% and intermediate precision CV
f 0.37% for NaCl, for example) for these minor components.
he relations of content between the main and low concentrated
omponents vary between ranges that have been contemplated
n the training set. Although the controlled production processes
re not expected to provide abnormal samples that differ greatly
rom the ones in the calibration group, these could be easily
dentified by means of the chemometric tools like leverage and
pectral residuals.

.6. Calibration for sodium lauryl sulfate solution

As Fig. 4 illustrates, the spectrum of this product is also very
ater-like, although in comparison with the CAPB solution the
etaine feature around 6019 cm−1 does not appear.

.7. SLS content

The parameters used in the calibration for SLS content as
ell as those for lauryl alcohol and NaCl are summarized in
able 7. The content of SLS is modelled using a combination
f CH2 and water absorptions. Correlation results between NIR
nd reference analyses are shown in Table 3. SLS content ranges
rom 0.9212 to 1.1215 mol/kg (26.5–32.3%); validation results
re listed in Table 8.

.8. Lauryl alcohol, NaCl and sulfates content

These three components have typical weight concentrations
ess than 1% in the SLS solution. As we can see in Table 7
heir content are predicted using most of the variables in the
pectrum including the four weak ones between 6100 and
400 cm−1. Establishing a proper calibration for them implies
necessary relationship of content with the major constituents
f the product, otherwise a reliable calibration model would

e very improbable. Validation results in Table 8 confirm that
he model is not supported by a chance correlation but by a
rue causal connection between absorbance and concentration
alues, obtaining what could be named SLS-dependent mod- Ta
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Table 8
SLS solution, validation results

SLS content Lauryl alcohol NaCl Sulfates

Linearity (DW test)
d 2.18 1.82 1.93 1.93
dU 1.38 1.36 1.37 1.37
dL 1.24 1.21 1.22 1.22

dL < d < 4 − dL dU < d < 4 − dU

Test of bias 85.3% 91.8% 97.3% 93.4%

Accuracy
d̄ 0.310 0.012 0.001 0.004
S.D. 0.507 0.101 0.012 0.022
tcalc 1.834 0.356 0.272 0.549
tcrit 2.306 2.306 2.306 2.306

REP 0.54% 1.48% 0.97% 1.95%

Repeatability
Mean 30.13 0.65 0.19 0.37
S.D. 0.038 0.0045 0.0016 0.0035
CV 0.12% 0.69% 0.84% 0.92%

Intermediate precision
Mean 30.2 0.53 0.21 0.42

.006

.15%
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S.D. 0.069 0
CV 0.24% 1

ls. Concentration range is 0.0119–0.0395 mol/kg for the lauryl
lcohol calibration model, 0.0263–0.0480 mol/kg for NaCl and
.0220–0.0518 mol/kg for sulfates. These very low concentra-
ion components are primarily predicted using the weak CH2
tretching overtones that appear in the spectrum, similarly to
he case of CAPB content (Fig. 3). Then, a proper pathlength is
gain needed to get good signal intensities in all of the spectral
anges used for the four determinations. In order to save time and
oney it is important that the method is able to give the values

f all the required parameters of a product without the necessity
o change vials. The 6 mm pathlength was found suitable for this
urpose. Again, accuracy and precision requirements are totally
ulfilled (Table 8).

.9. Calibration for nonylphenol polyethoxylated solution
Fig. 5 shows the average absorbance spectrum of the NPEO
olution. The water content is lower than in the two previous
ases but the strong signal between 5400 and 4700 cm−1 and the
eature around 6900 cm−1 still appear. In addition to the features

Fig. 5. Average absorbance spectrum of NPEO solution.
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1.40% 1.52%

aused by overtones and combination bands of CH vibrations of
H3 and CH2 groups, the spectrum shows other weak features
t 5990 and 4620 cm−1, that can be ascribed to aromatic CH
onds.

.10. Solids content

Table 9 lists the parameters used in the calibration for solids
ontent. Most of the variables are taking into account, except
hose with absorbance values greater than 3. The correlation
esults between NIR and reference method is shown in Table 3,
nd the validation results are listed in Table 10. Solids content
anges from 69.35 to 72.82%. We have endeavoured to have
uitable concentration ranges by collecting appropriate samples
n the stated period of time. The range of solids content as well
s of the other determinations is subjected to be expanded as
he production process makes the samples available, allowing in
his way to get more robust models.

Obtained results express the feasibility of NIR spectroscopy

or carrying out a total quality profile determination of the com-
ercial surface-active products. It saves large amounts of time

n the analysis of the studied surfactants. Running all the analyt-
cal procedures pointed in Table 1, for example, takes up to 3 h

able 9
PEO solution, parameters of solids content calibration

Solids content

pectral range 11000–7498 cm−1, 6102–5450 cm−1

ignal processing First derivative + normalization
actors 6
MSECV 0.094%
utliers 1
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Table 10
NPEO solution, validation results

Solids content

Linearity (DW test) d = 1.55
dU = 1.38, dL = 1.24
dL < d < 4 − dL dU < d < 4 − dU

Test of bias 95.1%

Accuracy

d̄ = 0.152
S.D. = 0.199
tcalc = 2.283
tcrit = 2.306

REP 0.13%

Repeatability
Mean: 71.68
S.D. = 0.048
CV = 0.07%

I
Mean: 71.72
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R

ntermediate precision S.D. = 0.085
CV = 0.12%

or single determinations. This time is reduced to just 12 min,
aking duplicated analyses on the four samples. The analysis

s non-destructive and does not require any complicated sample
reatment.

. Conclusions

Multivariate calibration models developed with the use of
ourier-transform near infrared spectroscopy have shown good
esults in all of the determinations needed for the studied com-

ercial surface-active products, which are some of the most

mportant in the industry and whose quality control system needs
o deal with very low concentration constituents. Obtaining a full
uality profile for those materials of high water content in just

[

[

ntaño / Talanta 73 (2007) 783–790

single exposure is made possible with the use of a 6 mm path-
ength. Calibrations for minor components take advantage of the
elationship of content between the constituents.

The calibration models fulfill the linearity requirement and
o evidence for systematic errors was found. Moreover, results
rom the developed models are not significantly different from
hose provided by the reference methods and show good repeata-
ility and intermediate precision. The former has a coefficient
f variation less than 1% in all cases while the latter does not
ouble repeatability. After further tests and the expansion of the
alibration sets the NIR method could replace the reference ones
nd be used as a quality control tool that is much faster, does
ot require sample preparation and avoids the need for solvents
nd reagents.
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bstract

The aim of the present study was to compare the phenolic content in selected monocultivar extra virgin olive oils. Analyses were carried out by
PLC/DAD/MS on Picual, Picuda, Arbequina and Hojiblanca oils from Spain and Seggianese and Taggiasca oils from Italy. Oils from cultivar
icual showed similar characteristics to those of Seggianese oils, with total amounts of secoiridoids of 498.7 and 619.2 mg/L, respectively. The

henolic composition of Arbequina oils is close to that of the Taggiasca variety with lignans among the main compounds. The determination of
ree and linked OH–Tyr, by way of an acid hydrolysis, represents a rapid and suitable method, especially when standards are not available, to
etermine antioxidant potentialities in terms of MPC, particularly for fresh extra virgin olive oils rich in secoiridoidic derivatives.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Extra virgin olive oil is becoming increasingly more relevant
n the diet of several countries due to its beneficial effects on
uman health. Some of these effects are associated with extra
irgin olive oil’s content of phenolic compounds and a high
mount of oleic acid and tocopherols [1–5]. The amount and
omposition of phenolic compounds in virgin olive oil depends
n several factors such as olive cultivar [6], degree of maturation
nd agronomic and technological aspects of production [6–8].
henolic compound content is an important parameter for the
valuation of virgin olive oil quality as phenols largely contribute

o oil flavour and taste [9] as long as it is protected from auto-
xidation [8,10–13]. Virgin olive oil contains a large number of
henolic compounds including phenyl alcohols, such as tyrosol

Abbreviations: MPC, minor polar compounds; EVOOS, extra virgin olive
ils; OH-tyrhydroxytyrosol; Tyr; tyrosol; 3,4 DHPE-EDA, deacetoxyoleuropein
glycone; 3,4 DHPE-EA, oleuropein aglycone; EA, elenolic acid
∗ Corresponding author.

E-mail address: nadia.mulinacci@unifi.it (N. Mulinacci).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.04.045
giasca; HPLC/DAD/ESI/MS

Tyr) and hydroxytyrosol (OH–Tyr), phenolic acids, flavonoids,
ike luteolin and apigenin [6,14,15], as well as other more com-
lex secoiridoid derivatives from oleuropein and ligstroside
10,16]. Since 2000, the presence of lignans in the pheno-
ic fraction, with (+)-pinoresinol and (+)-1-acetoxypinoresinol
s major components, has been described in some olive oils
17–19].

The application of techniques such as HPLC–DAD and
PLC–MS has made it possible to recognize novel bioactive
olecules from extra virgin olive oil and to better compare the

henolic profiles in order to explain biological activities of olive
il. Among phenols from olive fruit and virgin olive oil a special
ignificance has been revealed for those with the o-diphenolic
roup, mainly OH–Tyr and oleuropein derivatives, which have
hown antiatherogenic effects [4,20] and an antioxidant capacity
igher than that of other known antioxidants such as Vitamins
and C [21–23].

In the present work, the phenolic fraction of eleven Span-

sh and Italian monocultivar extra virgin olive oils has been
haracterized, with the qualitative and quantitative contents
f minor polar compounds (MPC) evaluated and compared.
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M.J. Oliveras-López et al

he total amounts of OH–Tyr and Tyr, including their
ound forms, were evaluated after a quantitative chemical
ydrolysis.

Although the antioxidant content of virgin olive oil is actu-
lly widely researched, it is necessary to compare in detail the
henolic profile of diverse monocultivar oils to better correlate
heir differences among in vitro and in vivo effects.

. Experimental

.1. Olive oil samples

Samples deriving from several cultivars and obtained by
raditional and an innovative milling dual-phase system were
nalyzed.

.1.1. Picual
Samples of oils from the Andalucia region (Spain) were clas-

ified as Pa, Pb, Pc, Pd, Pa-04 (Table 1). Four of these olive oils
ere harvested in November 2003 (Pa, Pb, Pc, Pd), whereas one
f them was a fresh oil (Pa-04); all the Picual oils were from
he north of Granada. Samples Pc and Pd came from the same
arm and Pa and Pb were purchased from the market. Pd was
btained from an experimental mill characterised by the use of
oller blades, a system (Lacerator) which does not involve the
omplete crushing of olive stones.

.1.2. Other Spanish cultivars
Pda, Hj, Ab were commercial extra virgin olive oils

rom Picuda, Hojiblanca and Arbequina varieties respectively
btained from fruits harvested in November 2003. The Hoji-
lanca and Arbequina oils were from the area near Malaga, the
icuda oil was from the north of Granada, all these products
ere obtained by dual system milling processes.

.1.3. Italian olive oils
Two Taggiasca olive oil samples were from Liguria: the fruits

ere harvested in december 2003 (Tg) and december 2004
Tg-04). The Seggianese oil (Sg-04) was obtained from fruits
arvested in Tuscany near Grosseto, and milled in the first two
eeks of November 2004.

.2. Sample preparation

.2.1. Liquid–liquid extraction
A volume of 20 mL of each oil sample was extracted

ith 60 mL of EtOH/H2O 70:30 v/v; the water was acid-
fied by formic acid (pH = 2.5). Defatting with n-hexane
20 mL × 3) was performed to completely remove the lipid
raction. The raw alcoholic extract of each sample was dried
nder vacuum (28 ◦C) and redissolved in 2 mL of the extraction
ixture (MPC extract) and then analysed by HPLC/DAD and
PLC/MS.
.2.2. Acid hydrolysis
This type of hydrolysis was carried out according to a previ-

us paper [24]. Samples of 200 �L were drawn from the MPC Ta
bl

e
1

Pi
cu

al
ol

iv
e

oi

O
ri

gi
n

ar
ea

M
ill

in
g

da
te

Ty
pe

of
m

ill

M
ill

in
g

te
m

pe
Ty

pe
of

co
ns

er

W
at

er
ad

di
tio

n

Fi
lte

r
O

liv
e

qu
an

tit
y



7 . / Tal

e
m
o
fi
b

2

a
a

1
b

2

F
5

28 M.J. Oliveras-López et al

xtract and added with 200 �L of H2SO4 2 N. The samples were
aintained in an oven for 2 h at 80 ◦C, then diluted with 200 �L

f ethanol to clarify the sample. The final solution (600 �L) was
ltered by a syringe on a 0.45 �m regenerated cellulose filter
efore the HPLC/DAD/MS analysis.
.2.3. Basic hydrolysis
Samples of 300 �L were drawn from the MPC extract and

dded to 300 �L of KOH 5.0 N in MeOH. The samples remained
t 37 ◦C for 3 h and then were acidified with 140 �L of HCl

p
s

1

ig. 1. HPLC–DAD profiles at 280 nm, obtained from Pa (a), Sg (b) and Ab (c) extra
, 7, 11, 13–18, secoiridoidic derivatives; 6, luteolin; 8, pinoresinol; 9, acetoxypinore
anta 73 (2007) 726–732

0 N and added with 160 �L of ethanol to obtain a solution to
e directly analyzed by HPLC/DAD/MS [16].

.3. HPLC/DAD/MS analysis

All reagents used were of analytical grade. Phenolic com-

ounds were identified by comparison with pure standards, UV
pectra, relative tR and mass spectra in API/ES.

Analysis of the MPC extract was performed on an Agilent
100 liquid chromatograph equipped with a 1100 autosampler,

virgin olive oil extracts. Compounds: 1, OH–Tyr; 2, Tyr; 3, Tyr derivatives; 4,
sinol; 10, impure apigenin; 12, 3,4-DHPE-EA.
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olumn heater module, binary pump and DAD; the MS detector
as a HP 1100 MSD API-electrospray, all from Agilent Tech.

Palo Alto, AC, USA). The Luna RP18 (Phenomenex-Torrance
A) column, 250 mm × 4.6 mm (5 �m), was used to quantify
ll the phenolics, with the exception of deacetoxyoleuropein
glycon (3,4 DHPE-EDA) and elenolic acid (EA). These latter
ompounds were quantified by the use of a LiChrosorb RP18
Merk Hibar) column, 250 mm × 4.6 mm (5 �m), according to

ulinacci et al. [16]. For both the columns the eluents were
2O at pH 3.2 by formic acid (A) and acetonitrile (B). The

nalyses carried out on the Luna column were executed applying
multistep linear solvent gradient as follow: from A 100% to A
5% in 5 min; 10 min to A 70% then a plateau of 5 min to A 65%
n 5 min and a plateau of the same time; 7 min to A 55% and a
lateau for 5 min to B 100% within 5 min, and a final plateau of
min. Total time of analysis 50 min, equilibration time 20 min,
ven temperature 26 ◦C; flow rate 0.8 mL min−1.

The operative conditions of the MS detector were capillary
oltage from 3000 to 3500 V, working in negative and positive
onization, with a variable fragmentor (80–200 V).

.4. Quantitative evaluation

The quantitative evaluation of individual phenols was per-
ormed using four-point regression curves (r2 = 0.999) through
he use of authentic standards. Oleuropein was purchased from
xtrasynthese (Geney, France), Tyr was from Sigma–Aldrich

St. Louis, MO, USA) and OH–Tyr was purchased from Cayman
hemical (SPI-BIO, Europe). The Tyr and OH–Tyr amounts
ere calculated at 280 nm using Tyr as reference. The aldehydic

orm of elenolic acid (EA) linked to OH–Tyr (3,4-DHPE-
DA) and the other secoiridoids were calculated at 280 nm,
sing oleuropein as standard. The EA was evaluated at 240 nm,
sing oleuropein as standard. For 3,4-DHPEA-EDA and EA
he following correction factors of the molecular weight (MW)
ere applied respectively: 320/540 and 242/540 (540 = MW of

leuropein). Luteolin and apigenin, usually present in the extra-
irgin olive oil in a very low amount (less then 2–3% of the
otal MPC [16]), were evaluated measuring their absorbance at
50 nm. The total flavonidic content was determined by the sum

v
t
c
h

able 2
henolic compounds concentrations (mg/L) in different Spanish and Italian monocul

OH–Tyr Tyr Total secoirb EA

a 17 ± 2 10 ± 1 357 ± 44 67 ± 14
b 23 ± 8 11 ± 3 401 ± 31 113 ± 24
c 3.8 ± 0.4 22 ± 1 123 ± 15 25 ± 2
d 22 ± 2 55 ± 4 133 ± 2 115 ± 23
da 2.9 ± 0.1 2.8 ± 0.1 79 ± 1 17.4 ± 0.1
j 4.6 ± 0.2 2.9 ± 0.0 133 ± 4 41 ± 1
b 2.3 ± 0.3 1.8 ± 0.2 61 ± 9 11 ± 2
g 8.1 ± 0.7 14 ± 1 119 ± 5 22 ± 8
a-04 1.7 ± 0.1 3.3 ± 0.1 499 ± 4 18 ± 1
g-04 0.6 ± 0.1 1.9 ± 0.2 171 ± 3.3 47 ± 2.9
g-04 5.5 ± 0.1 4.6 ± 0.1 619 ± 128 37 ± 25

a Means ± S.D. of three determinations.
b With phenolic group (calculated at 280 nm).
c n.d. = not detected.
anta 73 (2007) 726–732 729

f apigenin and luteolin calculated using luteolin as external
tandard at the same wavelength, without applying correction
actors of the molecular weight.

. Results and discussion

The main findings from this research evidenced interesting
ifferences with regard to the MPC content among these eleven
onocultivar extra virgin olive oils. Fig. 1 shows some repre-

entative HPLC/DAD profiles at 280 nm, obtained for the MPC
xtracts from Pa (a), Sg (b) and Ab (c) EVOOs. The HPLC
rofiles of the MPC fractions were similar and sometimes over-
apped for the Pc and Pd samples and for Hj and Ab, while
he quantitative amounts presented notable variations. Table 2
eports the content of phenolic compounds present in the MPC
raction of the analyzed Spanish and Italian monocultivar vir-
in oils. The data are expressed in mg/L of oil and represent
ean ± S.D. of three different extracts.
For the Picual cultivar, the studied oils have specific profiles

nd a total of 45 compounds were detected and quantified; most
f them were recognized as secoiridoidic derivatives, others as
ignans, flavonoids and simple phenols. The differences among
he selected Picual oils can be mainly related to the produc-
ion area ripening degree and the milling process according to
revious data relating to other cultivars [7,25,26]. According to
revious results [27], the oleuropein aglycone (3,4-DHPEA-EA)
Rt 38.8 min) was the main secoiridoidic compound found in all
he analyzed Picual oils. The UV spectrum was similar to that of
leuropein, with λmax at 235 and 280 nm and its MS spectrum
n negative ionization mode (Fig. 2), according to previous data
28], exhibited the presence of OH–Tyr group. This compound
as detected in all the analysed oils, although in Ab in a very

ow amount.
The secoiridoidic derivatives of oleuropein and ligstroside are

ften the main phenolic compounds in fresh olive oils [6,15–17].
s expected, the fresh oils Sg-04 and Pa-04 showed the highest

alues of secoiridoids, up to 85 and 92% of total MPC, respec-
ively (Fig. 3). Moreover, it is known that olive oils with a high
ontent of secoiridoid derivatives with phenolic group show a
igher stability [16,17]. In this way, Sg-04 and Pb oils presented

tivar extra virgin olive oila

Flavonoidic compounds Pinoresinol Acetoxypinoresinol

2.4 ± 0.3 23.2 ± 1.2 n.d.c

0.76 ± 0.1 10.9 ± 0.2 n.d.
1.6 ± 0.6 n.d. n.d.

1.26 ± 0.03 n.d. n.d.
1.54 ± 0.03 5.3 ± 0.3 11 ± 0
1.43 ± 0.01 12 ± 0 26 ± 0
1.1 ± 0.1 12 ± 1 77 ± 5
2.3 ± 0.2 7.5 ± 0.3 48 ± 0
2.4 ± 0.1 14 ± 2 8.4 ± 0.6
1.5 ± 0.1 8.2 ± 0.2 160 ± 3
2.4 ± 0.3 30 ± 1 40 ± 1
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Fig. 3. MPC content expressed as percentage Σ of five different chem-
ical classes: Tyr + OH – Tyr (dark–grey); flavonoidic compounds (black);
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ig. 2. UV–vis (A) and MS (B) spectra of the oleuropein aglycone with rt

8.8 min (compound 12).

he highest percentage of 3,4-DHPE-EDA, respect to total sec-
iridoids, instead, it was not present in Pc, Pd, Pda samples
Fig. 4).

The other major phenols identified in these extra virgin olive
ils were lignans, compounds highlighted for the first time in

VOOs in 2000 [17,18]. Their UV–vis spectra are very simi-

ar to those of the secoiridoidic compounds, making therefore
ery difficult their discrimination. Consequently, a quantitative
asic hydrolysis, according to a previous proposed method [24],

c
d

c

ig. 4. Percentage of 3,4-DHPE-EDA respect to total secoiridoidic compounds in all
A (white); secoiridoidic molecules (hatching); *pinoresinol and ace-
oxypinoresinol (grey).

as also applied to better estimate the lignan content in the
nalysed oils. The pinoresinol was found at low concentrations
ith respect to the total phenols (2–5%) and was not detected in

wo of the tested Picual oils (Pc and Pd) together with the ace-
oxypinoresinol. From our data all the “non Picual” oils analyzed
ontained lignans, which were found in considerable quantities
n Ab, Tg-04 and Tg. Acetoxypinoresinol was the main com-
ound in Taggiasca and Arbequina varieties, in contrast with the
icual cultivar. Our results (Fig. 3 and Table 2) clearly illustrate

hat oils containing higher amounts of lignans, generally, show
ower levels of secoiridoids, especially of oleuropein aglycone.
he main simple phenols found in Picual monocultivar virgin
live oil are Tyr and OH–Tyr, ranging between 5 and 23% and
ith regard to the flavonoidic compounds the quantity of lute-
lin was always higher than apigenin, found in traces. The total
mounts in Picual oils range between 2.4 and 0.76 mg/L, and
each 2.4 mg/L for Sg-04. These results confirm this chemical
lass as a minor constituent of the MPC fraction, as previously

escribed for other extra virgin olive oils [6,16,27].

As reported in Fig. 5, the total content of MPC from the 2004
rop season EVOOs showed the highest levels, as they were

the studied oils. The results are an average of three different determination.
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Fig. 5. A comparison of the total MPC content (mg/L) determined for all the analysed oils. The data are an average of three different determination.

Table 3
Quantitative data expressed in mg/L of OH–Tyr and Tyr after acid hydrolysis in all the considered oils

mg/La ± S.D.

Pa Pb Pc Pd Pda Hj Ab Tg Pa-04 Tg-04 Sg-04

OH–Tyr after A.H. 226 ± 17 289 ± 67 54 ± 10 64 ± 18 47 ± 0 77 ± 5 42 ± 1 46 ± 10 139 ± 11 11 ± 1 161 ± 4
Tyr after A.H. 109 ± 10 149 ± 18 78 ± 20 100 ± 28 48 ± 0 46 ± 2 24 ± 0 85 ± 20 82 ± 7 34 ± 1 97 ± 3
OH–Tyr/Tyr 2.1 1.9 0.7 0.6 1.0 1.7 1.7 0.6 1.7 0.3 1.7
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a Data are means ± S.D. of three determinations.

resh oils rather than one-year-old olive oils. Among these the
ighest contents were related to Pb, Pa-04 and Sg-04.

It has been suggested that the phenolic profile could be used
o classify virgin olive oils according to their fruit variety. The
easibility of cultivar classification from the HPLC phenolic
ompound profile, in particular for Arbequina, Hojiblanca and
icual varieties, is clear for some authors [25,27,29]. In fact,
ccording to these authors, the phenolic profile of Picual virgin
live oils is midway between those of Cornicabra and Hoji-
lanca (similar to Arbequina); Picual and Cornicabra are the
wo Spanish varieties richest in phenolic compounds. Relating
o the Tuscany cultivar it can be said that the Sg-04 fresh oil
resented the highest level of total MPC among all the consid-
red varieties (Table 2 and Fig. 5) in agreement with our recently
ublished results related to EVOOs obtained from the same cv
30].

.1. Total content of OH–Tyr

The acidic hydrolysis treatment has been proposed as a quan-
itative method for the identification of the real OH–Tyr/Tyr ratio
24], including both the free forms and those linked to the sec-
iridoidic nucleus. In fact, spiking tests previously carried out
dding oleuropein to MPC fractions of commercial oils, showed

recoveries of OH–Tyr from 97 to 103% [24]. This hydroly-
is can also be applied to evaluate the antioxidant capacity in
erms of ortho-diphenols and to collect useful information to
orecast an oil’s resistance to ageing. The wide number of sec-
iridoidic derivatives present in highly variable concentrations

n the MPC fraction makes it difficult to indentify and to select
ll the structures with a catecolic nucleus. Moreover, the deter-
ination of the secoiridoidic molecules in the MPC extracts

an be complicated by the fact that these compounds are not

o
t
t
d

ommercially available as pure standards. The only exception
eing oleuropein, the bitter glycoside of the fruit, which is almost
ompletely transformed during milling processes and therefore
resent only in trace amounts in extra virgin olive oil [25]. It
s important to discriminate between molecules having the Tyr
nd those with the OH–Tyr group, as free OH–Tyr is biologically
ore interesting mainly for its antioxidant capacity, as widely

eported [1,2,4].
The data from the complete quantitative hydrolysis of

ecoiridoid derivatives are reported in Table 3. The highest con-
entrations of OH–Tyr were found in Picual oils, Pa and Pb and
he considerable prevalence of OH–Tyr compared to Tyr should
e pointed out. The ripening degree and the applied technology
Table 1) not only influenced the total amount of phenols in the
ils, as previously reported [26], but it also modified the relative
oncentration of the different secoiridoids.

. Conclusions

An in-depth quali-quantitative study of the phenolic com-
ounds can be employed, together with other parameters, to
lassify Spanish and Italian oils in accordance with their cultivar
nd milling processes. Oils from cultivar Picual showed similar
haracteristics to those of Seggianese oils, while the phenolic
omposition of Arbequina oils is close to that of the Taggiasca
ariety. The results obtained from this study highlight that Picual
nd Seggianese EVOOS show higher amounts of total OH–Tyr
han Arbequina, Picuda, and Taggiasca cultivars.

The determination of free and linked OH–Tyr, through the use

f an acid hydrolysis, represents a rapid and suitable method
o determine antioxidant potentialities in terms of MPC, par-
icularly for fresh extra virgin olive oils rich in secoiridoidic
erivatives.
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13] R. Mateos, M. Trujillo, C. Pérez-Camino, W. Moreda, A. Cert, J. Agric.

Food Chem. 53 (2005) 5766.

[

[

anta 73 (2007) 726–732

14] F. Pirisi, F.P. Cabras, C. Falqui, M. Migliorini, M. Muggelli, J. Agric. Food
Chem. 48 (2000) 1191.

15] A. Romani, P. Pinelli, N. Mulinacci, C. Galardi, F.F. Vincieri, L. Liberatore,
A. Cichelli, Chromatographia 53 (2001) 279.

16] N. Mulinacci, C. Giaccherini, M. Innocenti, A. Romani, F.F. Vincieri, F.
Marotta, A. Mattei, J. Sci. Food Agric. 85 (2005) 662.

17] M. Brenes, F.J. Hidalgo, A. Garcı́a, J.J. Rı́os, P. Garcı́a, R. Zamora, A.
Garrido, J. Am. Oil Chem. Soc. 77 (2000) 715.

18] R.W. Owen, W. Mier, A. Giacosa, W.E. Hull, B. Spiegelhalder, H. Bartsch,
Clin. Chem. 46 (2000) 976.

19] R. Mateos, J.L. Espartero, M. Trujillo, J.J. Rı́os, M. León-Camacho, F.
Alcudia, A. Cert, J. Agric. Food Chem. 49 (2001) 2185.

20] E.A. Miles, P. Zoubouli, P.C. Calder, D. Phil, Nutrition 21 (2005)
389.

21] R. Mateos, M.M. Domı́nguez, J.L. Espartero, A. Cert, J. Agric. Food Chem.
51 (2003) 7170.

22] M. Bouaziz, R.J. Grayer, M. Simmonds, M. Damak, S. Sayadi, J. Agric.
Food Chem. 53 (2005) 236.

23] F. Paiva-Martins, M.H. Gordon, J. Agric. Food Chem. 53 (2005)
2704.

24] N. Mulinacci, C. Giaccherini, F. Ieri, A. Romani, F.F. Vincieri, J. Sci. Food
Agric. 86 (2006) 757.
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bstract

An amperometric sensor for the detection of difenidol, a tertiary amine-containing analyte, was proposed. Ruthenium(II) tris(bipyridine)/multi-
alled carbon nanotubes/Nafion composite film was suggested to modify the glassy carbon electrode. The modified electrode was shown to be an
xcellent amperometric sensor for the detection of difenidol hydrochloride. The linear range is from 1.0 × 10−6 to 3.3 × 10−5 M with a correlation
oefficient of 0.998. The limit of detection was 5 × 10−7 M, which was obtained through experimental determination based on a signal-to-noise
atio of three. The sensor was employed to the determination of the active ingredients in the tablets containing difenidol hydrochloride.

2007 Published by Elsevier B.V.
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. Introduction

In recent years, many approaches [1–8] have been presented
o immobilize Ru(bpy)3

2+ and its derivatives on various elec-
rode surfaces as a way to develop cost-effective, regenerable
hemical and biosensors. Electrogenerated chemiluminescence
ECL) from Ru(bpy)3

2+ ion-exchanged in carbon nanotube
CNT)/perfluorosulfonated ionomer composite films was also
eported [8]. Nafion is an effective ion exchanger for Ru(bpy)3

2+,
nd so Ru(bpy)3

2+ could be strongly incorporated into the
afion film. But the rate of charge transfer was relatively slow in
ure Nafion film, so CNT was adopted to interfuse in the Nafion
o quicken the transfer of charge.

There are also many reports on the detection of tertiary
mine-containing analytes based on the ECL produced by their
nteraction with Ru(bpy)3

2+ at an electrode surface. Complex
pparatus is required to combine the end-column Ru(bpy)3

2+

CL detector with flowing system, e.g. high-performance liq-

id chromatograph [9–11], flow injection [12–14] or capillary
lectrophoresis device [15–19]. These methods were proved to
ave high resolving power and require small sample volume, but

∗ Corresponding author. Fax: +86 731 8821848.
E-mail address: szyao@hnu.cn (S. Yao).
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chloride

hey also have some marked disadvantages, such as vast waste of
ostly reagent Ru(bpy)3

2+, costliness of the employed apparatus
nd the fussy manipulation.

In this paper, a simple and sensitive method was put for-
ard to overcome these disadvantages with the modification of
u(bpy)3

2+ on a glassy carbon electrode. Only a simple elec-
rochemical apparatus is required for the detection of tertiary
mine-containing analytes. The new method can be used to
eplace the ECL method, which does not fit due to the low
CL efficiency of these analytes. To the best of our knowl-
dge, there is no report in the literature on the amperometric
etection of tertiary amine-containing analytes only with the
u(bpy)3

2+-modified electrode. There is a paper [20] referring
o the electrical current intensity produced by the interaction of
ertiary amine-containing analytes with Ru(bpy)3

2+ in the ECL
etector coupled with capillary electrophoresis, but no detailed
elation between electrical current intensity and the concentra-
ion of analytes was investigated.

Difenidol hydrochloride is used to relieve or prevent nausea,
omiting and dizziness caused by certain medical problems. As
ar as we know, there is scarcely a report on its determination

ith a sensitive analytical method except for our previous work

21], which must waste vast valuable ECL reagent Ru(bpy)3
2+

or its determination employing the end-column Ru(bpy)3
2+

CL detector combined with the capillary electrophoresis sys-
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in the cyclic voltammogram of the MWNTs/Nafion composite
film-modified electrode after immersing in Ru(bpy)3

2+ solu-
tion (curve d), while no peak is found on the bare GC and
MWNTs/Nafion modified electrodes (curves a and b, respec-
Fig. 1. Molecular structure of difenidol.

em. Since difenidol contains a tertiary amine group in its
olecular structure (Fig. 1), it was selected as a representative to

tudy the amperometric detection of tertiary amine-containing
nalytes. Dealing with the amperometric detection of difenidol
ydrochloride, a detailed study on the optimization of the criti-
al parameters was conducted. This method was successfully
pplied to the determination of the active ingredients in the
ommercial ‘difenidol hydrochloride’ tablets.

. Experimental

.1. Reagents

Difenidol hydrochloride was extracted from ‘difenidol
ydrochloride 25 mg’ Tablets with an average tablet weight
f 0.13 g purchased from Hunan Qianjin Pharmaceutical Co.
td. (Hunan, China). The tablets were ground to fine powder

n a mortar and extracted successively with ethanol and water,
espectively, with each extraction step followed by filtering
nd rotary evaporation. The resulting powder was recrystallized
wice from water and dried under vacuum. Nafion (perfluori-
ated ionexchange powder, 5 wt% solution in a mixture of lower
liphatic alcohols and water) was obtained from Aldrich. Multi-
alled carbon nanotubes (MWNTs, 10−20 nm in diameter)
urchased from Shenzhen Nanotech Port Co., Ltd. (Shen-
hen, China) were purified and treated to take negative charge
s reported previously [22]. Tris(2,2′-bipyridyl)ruthenium(II)
hloride hexahydrate was from J & K Chemical Company. All
hemicals used were of analytical grade. Double-distilled water
as used to prepare solutions in this work. The buffer solutions
ith a series of pH values were prepared from Na2HPO4 and
H2PO4. The stock solution of 0.01 M difenidol hydrochloride
as prepared, stored at 4 ◦C in a refrigerator, and diluted to pre-
are standard solutions with a series of concentrations before
se.

.2. Apparatus

Cyclic voltammetric and amperometric experiments were
arried out on CHI 660B electrochemical analyzer. A three-
lectrode system was used with the modified glassy carbon
lectrode as the working electrode, a Ag/AgCl reference elec-
rode (KCl saturated) and a platinum counter electrode.
.3. Preparation of the amperometric sensor

MWNTs suspension (0.5 mg/mL) in double-distilled water
as ultrasonically mixed with 5 wt% Nafion solution in the pro-

F
a
d
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ortion of nine to one by volume for about 30 min to form a
omogeneous, well-distributed solution of the MWNTs/Nafion
omplex. Before modification, the glassy carbon (GC) elec-
rode (3 mm in diameter) was polished with 1.0 and 0.3 �m
luminum slurry, respectively, cleaned under sonication in water
or 10 min, and then activated by cyclic voltammetry. The
u(bpy)3

2+-modified electrode was fabricated by dropping 5 �L
f the MWNTs/Nafion complex on the pretreated GC electrode
nd then dipping the electrode into 1 mM Ru(bpy)3

2+ solution
or 30 min after evaporation of the solvents on the electrode.
or comparison, 5 �L of 0.5 wt% pure Nafion solution was
mployed to fabricate Ru(bpy)3

2+-modified electrode without
WNTs using the above-mentioned method.

. Results and discussion

.1. Comparison of electrochemical behaviors of modified
lectrodes

Different kinds of modified electrodes were investigated and
heir electrochemical responses were studied and compared.

.1.1. Cyclic voltammograms of Ru(bpy)3
2+ immobilized

n the GC electrode
Cyclic voltammograms in 67 mM phosphate buffer solution

pH 7.4) at the bare GC electrode, MWNTs/Nafion com-
osite film-modified electrode before and after immersing in
u(bpy)3

2+ solution are shown in Fig. 2. There is a pair of large
edox peaks related to Ru(bpy)3

2+/Ru(bpy)3
3+ redox transition
ig. 2. Cyclic voltammograms in 67 mM phosphate buffer solution (pH 7.4)
t a scan rate of 50 mV/s in the presence of 0 mM (a, b, d) and 1.0 mM (c, e)
ifenidol hydrochloride at the bare GC electrode (a), MWNTs/Nafion composite
lm-modified electrode before (b, c) and after (d, e) immersing in Ru(bpy)3

2+

olution.
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ively). It can be concluded that Ru(bpy)3
2+ can easily move

nto the MWNTs/Nafion composite film on the GC electrode
hile immersing the electrode into Ru(bpy)3

2+ solution. A pair
f redox peaks can also be observed at the Ru(bpy)3

2+/Nafion
lectrode, but the peak currents are relatively smaller. The
WNTs in the composite film can quicken the electron trans-

er of Ru(bpy)3
2+, and, thus, result in the larger redox current

f Ru(bpy)3
2+ than that of the electrode only modified by

u(bpy)3
2+/Nafion film. When the modified electrodes were

epeatedly cycled in the potential range from 0.0 to 1.5 V at
scan rate of 50 mV/s for 50 cycles, the anodic peak currents

ecreased by 16 and 57% at the Ru(bpy)3
2+/MWNTs/Nafion and

u(bpy)3
2+/Nafion electrodes, respectively, which indicates that

he Ru(bpy)3
2+/MWNTs/Nafion electrode has a better stability.

The voltammetric behavior of Ru(bpy)3
2+/MWNTs/Nafion

omposite film-modified electrode in phosphate buffer solution
pH 7.4) at different scan rates were investigated. It was found
hat the peak current increased directly with the potential scan
ate. Within the tested range from 50 to 250 mV/s, the peak
urrent is in direct proportionality with the potential scan rate. A
inear relationship between the anodic peak current and potential
can rate was deduced:

Pa = 18.13 + 0.11v (r = 0.9883) (1)

here IPa is the anodic peak current (�A) and � is the poten-
ial scan rate (mV/s). Therefore, the electron transfer process
f Ru(bpy)3

2+ immobilized on the modified electrode can be
onsidered as a surface eT process.

.1.2. Electrocatalytic oxidation of difenidol at
u(bpy)3

2+-modified electrode
To investigate the response of the modified electrode to the

ddition of difenidol hydrochloride, cyclic voltammetric mea-
urements were carried out in phosphate buffer solution (pH 7.4)
t the Ru(bpy)3

2+/MWNTs/Nafion composite film-modified
lectrode in the presence of 1 mM difenidol hydrochloride.
or comparison, the cyclic voltammetry of the MWNTs/Nafion
odified electrode in the presence of 1 mM difenidol hydrochlo-

ide was also performed, and the corresponding results are also
hown in Fig. 2. No obvious change in the cyclic voltammogram
an be observed at the MWNTs/Nafion modified electrode upon
he addition of 1 mM difenidol hydrochloride (curve c). While at
he Ru(bpy)3

2+/MWNTs/Nafion composite film-modified elec-
rode, the addition of difenidol hydrochloride into the phosphate
uffer solution induced the increase of the anodic peak current
nd the simultaneous decrease of cathodic peak current (curve
). This phenomenon is in accordance with an electrocatalytic
eaction mechanism which is expressed in Fig. 3. The immo-
ilized Ru(bpy)3

2+ was firstly oxidized to Ru(bpy)3
3+, which

eacted subsequently with difenidol and reversed to the reduc-
ive state. Hence, the amount of Ru(bpy)3

2+ on the electrode

ncreased, resulting in the increase in the oxidation current and
he decrease in the reduction current. As a result, the modi-
ed electrode can be used as an amperometric sensor for the
etermination of difenidol.

s
c
t
T

ig. 3. Electrocatalytic mechanism of Ru(bpy)3
2+ to the oxidation of difenidol.

.2. Optimization of experimental conditions

To obtain a better result in the detection of difenidol
ydrochloride by the above-mentioned amperometric sensor,
ome parameters were investigated in details, including the
pplied potential at the working electrode and the pH value of
he supporting electrolyte.

.2.1. Effect of the applied potential
The effect of the applied potential on the amperometric

esponse of the composite film modified electrode to difenidol
ydrochloride was investigated. It was found that with the
ncrease of the applied potential from 0.90 to 1.20 V, the
urrent intensity increased and reached a maximum value at
.12 V, which is close to the potential of the oxidation peak
f Ru(bpy)3

2+ immobilized in the MWNTs/Nafion film in the
yclic voltammogram, then decreased rapidly. So, 1.12 V was
elected as the optimized potential in the following experiments.

.2.2. Effect of the solution pH value
The current responses for difenidol hydrochloride with the

H change of the phosphate buffer solution used in the ampero-
etric detection were investigated. It was found that the current

esponse increased with the pH value from 6.0 to 7.4, and then
ecreased markedly. Hence, pH 7.4 was selected as the opti-
al pH value of phosphate buffer solution for the detection of

ifenidol with the Ru(bpy)3
2+/MWNTs/Nafion film modified

lectrode.

.3. Standard concentration curves of difenidol
ydrochloride

The amperometric method employed for the detection
f difenidol hydrochloride is based on the electrocat-
lytic property of the immobilized Ru(bpy)3

2+ to the
xidation of difenidol. Under the optimized experimental
onditions (pH 7.4, applied potential 1.12 V), amperomet-
ic responses of the MWNTs/Nafion, Ru(bpy)3

2+/Nafion, and
u(bpy)3

2+/MWNTs/Nafion-modified electrodes to the suc-
essive additions of difenidol hydrochloride into 4 mL buffer
olution were measured and the corresponding results are pre-

ented in Fig. 4. As shown in Fig. 4, neglectable current response
an be observed at the MWNTs/Nafion film modified elec-
rode upon the addition of difenidol hydrochloride (curve a).
he current responses obtained at the Ru(bpy)3

2+/Nafion elec-
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Fig. 4. Amperometric response of (a) MWNTs/Nafion, (b) Ru(bpy)3
2+/Nafion
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Table 1
Determination of difenidol hydrochloride in tablets

No Content labeled
(mg/tablet)

Content found
(mg/tablet)a

R.S.D. (%)

050502 25 25.71 3.3
0
0
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nd (c) Ru(bpy)3
2+/MWNTs/Nafion modified electrodes to the successive addi-

ions of difenidol hydrochloride in phosphate buffer solution (pH 7.4) at an
pplied potential of 1.12 V.

rode are satisfactorily high (curve b). These results indicate
hat the immobilized Ru(bpy)3

2+ plays a dominant role in the
mperometric response, and the response current due to the
irect oxidation of difenidol at the modified electrode was
eglectable. The existence of MWNTs in the composite film
acilitates the electron transfer between Ru(bpy)3

2+ and the
urface of GC electrode, thus, a largest current response was
bserved at the Ru(bpy)3

2+/MWNTs/Nafion-modified electrode
curve c). The relationship between the response current at the

u(bpy)3

2+/MWNTs/Nafion film modified electrode and the
oncentration of difenidol is plotted in Fig. 5. It can be seen
hat the current response increases linearly with the concentra-
ion in the range from 1.0 × 10−6 to 3.3 × 10−5 M. The linear

ig. 5. The relationship between response current and difenidol hydrochloride
oncentration. pH value of the phosphate buffer solution: 7.4; applied potential:
.12 V.
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t

50317 25 24.25 3.6
50107 25 24.90 3.2

a Average value of five measurements.

egression equation is presented as follows:

I = 8.14 + 20.97C (r = 0.9983) (2)

here �I is the current response (nA) and C is the concen-
ration of difenidol hydrochloride (�M). The limit of detection
LOD) is 0.5 �M based on the signal-to-noise ratio of 3. The
elative standard deviation (R.S.D.) of the current response
or 2.5 × 10−5 M difenidol hydrochloride is 6%, while the
ecovery of difenidol hydrochloride at 2.5 × 10−6, 7.5 × 10−6,
.25 × 10−5, 1.75 × 10−5, 2.5 × 10−5 and 2.75 × 10−5 M were
3, 106, 98, 103, 95 and 106%, respectively. Hence, this method
s considered as a sensitive and reliable analytical approach for
he determination of difenidol hydrochloride.

.4. The analysis of drug tablets

Three batches of drug tablets of “difenidol hydrochloride
5 mg” were purchased and were analyzed by the above-
entioned method. Five pieces of tablets were selected at

andom from every batch and then were ground to powder
n a mortar. A part of the obtained powder was weighed,
reated with water under sonication for 10 min, and then fil-
ered through a 0.22 �m membrane. The filtrate was analyzed
sing the Ru(bpy)3

2+/MWNTs/Nafion-modified electrode. The
ontent of difenidol hydrochloride was determined using the
tandard calibration curve. The result is presented in Table 1. It
an be seen that the contents obtained by the proposed method
re close to the labeled value.

. Conclusion

The proposed amperometric method for the detection of
ifenidol hydrochloride is simple, reproducible and sensi-
ive. Parameters influencing the amperometric response of
he Ru(bpy)3

2+/MWNTs/Nafion-modified electrode were opti-
ized. The calibration curve over the range from 1.0 × 10−6 to

.3 × 10−5 M was linear with a correlation coefficient of 0.998
nd a detection limit of 5 × 10−7 M (S/N = 3). The sensor was
mployed to the determination of the active ingredients in the
ablets containing difenidol hydrochloride. It is suggested that
uch kind of sensor can also be used for the detection of other
ertiary amine-containing analytes.
cknowledgements

This work was supported by the Research Fund for the Doc-
oral Program of Higher Education (no. 20030523017) and the



nta 7

N
a

R

[

[
[
[
[
[

[

[
[
[

W. Pan et al. / Tala

ational Natural Science Foundation of China (no. 20335020
nd 20575019).

eferences

[1] H.N. Choi, S.H. Cho, W.Y. Lee, Anal. Chem. 75 (2003) 4250.
[2] X. Sun, Y. Du, S.J. Dong, E.K. Wang, Anal. Chem. 77 (2005) 8166.
[3] J. Premkumar, S.B. Khoo, Electrochem. Commun. 6 (2004) 984.
[4] S.N. Ding, J.J. Xu, H.Y. Chen, Electrophoresis 26 (2005) 1737.
[5] Z.H. Guo, Y. Shen, M.K. Wang, F. Zhao, S.J. Dong, Anal. Chem. 76 (2004)

184.

[6] A. Mugweru, J.F. Rusling, Anal. Chem. 74 (2002) 4044.
[7] H.Y. Wang, G.B. Xu, S.J. Dong, Electroanalysis 14 (2002) 853.
[8] Z.H. Guo, S.J. Dong, Anal. Chem. 76 (2004) 2683.
[9] J.B. Noffsinger, N.D. Danielson, J. Chromatogr. A 387 (1987) 520.
10] W.Y. Lee, T.A. Nieman, J. Chromatogr. A 659 (1994) 111.

[

[
[

3 (2007) 651–655 655

11] K. Uchikura, M. Kirisawa, A. Sugii, Anal. Sci. 9 (1993) 121.
12] J.B. Noffsinger, N.D. Danielson, Anal. Chem. 59 (1987) 865.
13] L. He, K.A. Cox, N.D. Danielson, Anal. Lett. 23 (1990) 195.
14] A.W. Knight, G.M. Greenway, Analyst 120 (1995) 2543.
15] X.H. Sun, J.F. Liu, W.D. Cao, X.R. Yang, E.K. Wang, Y.S. Fung, Anal.

Chim. Acta 470 (2002) 137.
16] J.L. Yan, J.F. Liu, W.D. Cao, X.H. Sun, X.R. Yang, E.K. Wang, Microchem.

J. 76 (2004) 11.
17] J.F. Liu, W.D. Cao, X.R. Yang, E.K. Wang, Talanta 59 (2003) 453.
18] W.D. Cao, X.R. Yang, E.K. Wang, Electroanalysis 16 (2004) 169.
19] J.F. Liu, W.D. Cao, H.B. Qiu, X.H. Sun, X.R. Yang, E.K. Wang, Clin.

Chem. 48 (2002) 1049.

20] H.B. Qiu, X.B. Yin, J.L. Yan, X.C. Zhao, X.R. Yang, E.K. Wang, Elec-

trophoresis 26 (2005) 687.
21] W. Pan, Y.G. Liu, Y. Huang, S.Z. Yao, J. Chromatogr. B 831 (2006) 17.
22] M. Guo, J. Chen, J. Li, L. Nie, S. Yao, Electroanalysis 16 (2004)

1992.



A

p
c
n
t
w
d
©

K

1

e
r
f
t
a
a
a
C
b
t
a
C
r
d
p
g

0
d

Talanta 73 (2007) 791–794

Short communications

Instrumental neutron activation analysis of mass fractions
of toxic metals in plastic
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bstract

It is very challenging to decompose a plastic product for the purpose of analysis of hazardous elements contained. To circumvent such technical
roblem, it is imperative that an analyst employ a nondestructive analytical method free of any pretreatments. The analytical results of the
oncentrations of toxic metals such as Cd and Cr in polypropylene for seven samples at two different levels were obtained using the instrumental
eutron activation analysis. This work was intended ultimately to establish certified reference materials (CRMs) of these metals in the polypropylene,

raceable to the SI. The uncertainties associated with the analytical procedures were estimated in accordance with the ISO guideline. The results
ere subsequently validated by a comparison with those for CRM-680 and −681 of the Bureau Communautaire de Reference (BCR), which
emonstrated acceptable agreement within their uncertainty ranges.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Strict environmental regulations have placed technical barri-
rs on the international trade of many industrials products. Such
egulations include the programs of the European Union (EU)
or Restriction of Hazardous Substances in electrical and elec-
ronic products (RoHS) [1], a directive on Waste from Electric
nd Electronic Equipment (WEEE) [2], and Registration, Evalu-
tion, and Authorization of Chemicals (REACH) [3]. Electrical
nd electronic products containing above the allowable levels of
d, Cr(VI), Pb, Hg, polybrominated biphenyl (PBB), and poly-
rominated biphenyl ether (PBBE) began being banned from
he EU starting from July 2006. The regulation limits of haz-
rdous metals specify 100 mg/kg for Cd and 1000 mg/kg for
r(VI), Hg, and Pb. A number of products are being affected,

anging from computers and telecommunications equipment to

omestic appliances, electronic tools, toys, and automatic dis-
ensers. The primary constituents of electric and electronic
oods are plastic polymers and metals. Chemical analyses

∗ Corresponding author. Tel.: +82 42 868 5221; fax: +82 42 868 5042.
E-mail address: nkang@kriss.re.kr (N. Kang).

w
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.04.040
rial; Polypropylene; Uncertainty

f the polymers have been conducted extensively by man-
facturing companies, industrial laboratories, and regulatory
ectors.

However, there are no internationally approved analytical
ethods to determine hazardous metals in polymers. In order

o certify polypropylene (PP) reference materials, the materials
re usually pretreated using a microwave-assisted acid digestion
ethod and then are analyzed by isotope dilution mass spec-

rometry (IDMS) [4] and inductively coupled plasma/optical
mission spectrometry (ICP/OES). It is thus imperative that
rior to analysis, such analytical approach require chemical
issolution of solid samples, which step is very tedious and time-
onsuming. Unlike other analytical methods, the instrumental
eutron activation analysis (INAA) [5] has an advantage of a
ondestructive characteristic, which enable an analyst to mea-
ure the elements of interest in a polymer without pretreatments,
hich may break the chain of traceability and cause additional

ources of uncertainties. Although INAA as a primary method
ender an analyst to conduct rapid, reliable, accurate, and sen-

itive determinations of many elements in complex matrices
ncluding various polymers and resins, this method has also
ome shortcomings. Pb cannot be determined by INAA because
o suitable nuclides exist for this element. In addition, Hg deter-
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ination is inaccurate because of potential volatilization in the
ourse of sample irradiation.

An alternative approach to fortifying reliability of analytical
esults is to employ certified reference materials (CRMs). To
ate, very little is known about the availability of CRMs for the
nalysis of toxic metals in polymers. Rare examples of these are
P CRMs of pellet type provided by the Bureau Communautaire
e Reference (BCR) and acrylonitrile–butadiene–styrene CRMs
f pellet and disc types prepared by National Metrology Institute
f Japan (NMIJ).

In order to imminently cope with such technical barriers in
nternational trade, Korea Research Institute of Standards and
ciences (KRISS) started to develop plastic CRMs containing

ow and high levels of hazardous substances. As a preliminary
pplication of the INAA to the determination of hazardous mate-
ials in a polymer, the present communication is intended to
eport the analytical results of Cd and Cr in PP. Additionally,
he measurement uncertainties related to each analytical step
ere estimated following International Organization of Stan-
ards (ISO) Guide [6].

. Theoretical background

The INAA depends on the irradiation of a stable nuclide AZ
ith neutrons using the AZ(n, �) A+1Z nuclear reaction. Once

he production A+1Z is �-ray emitter, a �-ray detection system
an be employed to measure both intensity and energy of the
-rays used to indicate the target nuclide AZ, and to determine

he concentration of the element in the sample. The analytical
ensitivity is based primarily upon the abundance of the isotope
Z, the neutron capture cross section of AZ, the �-ray emis-
ion branching ratio of A+1Z, and the interferences from other
-rays in the sample. The INAA as an absolute method can
e employed without standard materials. If associated uncer-
ainty parameters to obtain accurate analytical results are largely
nknown, any absolute method could produce appreciable levels
f uncertainties. High-accuracy INAA thus almost always uses
ratio method (a comparator technique) by which the sample is
ompared with a standard of the quantity to be measured.

By means of �-rays spectrometry, the INAA procedure com-
ares the neutron-induced activities in an unknown sample with
hose induced in a standard with known composition. The widely
nown equation of a comparator technique is [7]:

x = Cc
mc

mx

A0,x

A0,c
RθRφRσRε (1)

here Cx is the mass fraction of sample in �g/g, Cc is the mass
raction of standard in �g/g, mx and mc are the masses of sample
nd standard used in g, Rθ is the ratio of isotopic abundances
or sample and standard, Rφ is the ratio of neutron fluences
including neutron self shielding), Rσ is the ratio of effective
ross sections, Rε is the ratio of counting efficiencies (differ-

nces due to geometry and �-ray self shielding). The decay
orrected counting rates for the indicator �-ray of sample A0,x
nd of standard A0,c are derived from the measurement. Hence,
he decay-corrected �-ray counting rate (A0) for a measured

d
f
d
1

73 (2007) 791–794

uclide is estimated by the following equation:

0 = Ncλ eλtD

(1 − e−λtC )
(2)

here Nc is the number of counts in indicator �-ray peak, λ is
he decay constant for indicator nuclide is ln 2/t1/2, tD is the time
lapsed between the end of activation and the start of counting,
nd tC is the time of counting.

. Experimental

.1. Preparation of samples

National Research Center for CRMs (NRCCRM) provided
ourteen samples in two different types of PP (seven samples for
ach category) for the purpose of an international comparison
f standard materials between China, Korea, and Japan. These
aterials are of pellet type in which the concentrations of Cd

nd Cr were 1000 mg/kg for Cr, Hg, Pb and 100 mg/kg Cd (high
evels), and 100 mg/kg for Cr, Hg, Pb, and 10 mg/kg Cd (low
evels). The homogeneity tests of the materials were performed
y NRCCRM with inductively coupled plasma–atomic emis-
ion spectrometry (ICP/AES) The results showed about 2–3%
f relative standard deviation (R.S.D.) with 0.2 g of a sample.

.2. INAA procedure

The comparator INAA method was applied to the analysis
f Cr and Cd in the solid PP samples. Seven test portions of
bout 30 mg were taken from high-level samples while approxi-
ately 60 mg were taken from low-level ones. The test portions
ere embedded into about 300 mg cellulose filter aid ashless
owder (Whatman catalog # 1700025) and pressed into pellets
f 13 mm diameter and 1.5 mm thickness under 2 metric tons of
ressure. The test samples were sealed in an envelope made of
�m PP film. These sealed samples were packaged with linear
olyethylene (LPE) film.

A portion of aliquots of the comparator as an assay stan-
ard was taken from the KRISS primary reference solution and
ubsequently were dropped onto 55 mm diameter filter papers
Whatman # 41). After air-drying and palletizing, the standards
ere prepared in the same manner to the samples. The size of
ellets was 13 mm diameter by 1.5 mm thickness.

The irradiation time was 4 h in the IP-hole #4 of the
AERI research reactor, HANARO, at a neutron fluence rate
f 1.30 × 1014 n cm−2 s−1. The samples, standards and blanks
ere stacked in the center of the irradiation container (rabbit).
fter irradiation, the outer PP film was removed and the sam-
les, standards and blanks were counted using a HPGe detector
GEM 30, EG&G Ortec, Oak Ridge, TN, 1.85 keV resolution
t 1332.5 keV and 30% relative efficiency, 60 peak-to-compton
atio) with a 16K channel analyzer. After cooling for 4 d, count-
ng time was 80,000 s. All counts were carried out at 10 cm

istance from the detector to reduce uncertainties due to dif-
erences in counting geometry. The �-ray energy used for the
eterminations 320.1 and 336.3 keV for 51Cr (t1/2 = 27.7 d) and
15Cd (t1/2 = 53.47 h). The �-ray spectra of the irradiated samples
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Table 1
Standard uncertainty budget for low-level Cr determination in polypropylene CRM candidates by INAA

Parameter

Symbol Unit Description Value Standard uncertainty Relative standard uncertainty (%)

Mass
Cc mg/kg Comparator mass fraction 115.4 0.152 0.132
mx mg Sample mass* 50.94 0.006 0.012
mc mg Comparator mass* 51.6 0.044 0.085

A0 parameter
Nx Sample counts* 475863 904 0.19
Nc Comparator counts* 151043 634 0.42
λ d−1 Decay constant 0.025 0.000072 0.289
tD,x d Decay time of sample 4.21 2.3E−05 0.0005
tD,c d Decay time of comparator 19.29 2.3E−05 0.0001
tC,x d Elapsed time of sample 0.579 2.3E−05 0.0039
tC,c d Elapsed time of comparator 0.231 2.3E−05 0.0099

Ratio uncertainty
Rθ Ratio of isotope abundance 1 0 0
Rφ Ratio of neutron flux 1.002 0.003 0.3
Rσ Ratio of cross section 1 0 0
Rε Ratio of efficiency 0.9978 0.0001 0.012

Results
Cx (mg/kg) Sample mass fraction 101.24
u
u
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(rel.), % Relative standard uncertainty

c (mg/kg) Measurement standard uncertainty

sterisks indicate Type A uncertainties while the other uncertainties belong to

ere counted at a high counting rate in the �-ray spectrometer.
ince a counting loss frequently occurs because of a pulse pile-
p from the high counting rate, a loss-free counting system was
nstalled in the �-ray spectrometer in order to correct this count-
ng loss. The DSPEC system (DSPEC-PRO Trade Mark, EG&G
rtec) was run with a Gaussian amplifier at 12-�s shaping

ime.

. Results and discussion

The analytical results and associated uncertainty components

s to high-level Cd in PP is presented in Table 1. The compara-
or INAA has the sources of measurement uncertainties from
ach step in the procedures which were categorized into sample
reparation, irradiation, and �-ray spectrometry [8]. Virtually all

P
d
s
t

able 2
etermination of low-level Cr in polypropylene CRM candidates by INAA

ample ID Mass fr

71 101.24
21 97.86
13 99.51
44 96.17
01 100.67
193 95.91
212 97.45
ooled measurement standard deviation
ean of mass fractions (Cx), mg/kg 98.40

tandard deviation of mass fractions (uR), mg/kg 2.12
ombined uncertainty (uC), mg/kg 2.16
overage factor, k 2
xpanded uncertainty (U), mg/kg (at 95% level of confidence) 4.31
0.42
0.43

.

ecognizable effects on the final results were taken into account
o obtain the overall uncertainty. As the mathematical relation-
hips described in (1) and (2) contain the terms of multiplication
nd division of quantities, the measurement standard uncertainty
an be expressed as the square root of the sum of the squares of
ach relative standard uncertainty.

The overall results with regard to high-level Cd in PP for
even samples are displayed in Table 2. In addition, the mea-
urement standard uncertainties were estimated for the samples
f low-level Cd, low-level Cr, and high-level Cr. Consequently,
he final combined standard uncertainty (uc) of high-level Cd in

P was obtained by combining the pooled measurement stan-
ard uncertainty and the standard deviation of mass fractions of
even high-level Cd samples. The pooled measurement uncer-
ainty due to systematic effects was calculated by averaging the

action (mg/kg) Measurement standard uncertainty (mg/kg)

0.43
0.42
0.42
0.41
0.43
0.41
0.41
0.42

(4.38 %, relative)
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Table 3
Analytical results of Cd and Cr in polypropylene CRM candidates by INAA

Sample Element Mass fraction, (mg kg−1) Expanded uncertainty at 95% level of confidence (mg kg−1)

High-level sample Cd 88.3 5.0
Cr 974.7 51.8
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ow-level sample Cd 9.0
Cr 98.4

easurement standard uncertainties of the seven samples. The
tandard deviation (2.12 mg/kg) of mass fractions of the seven
amples (Table 2) was regarded as the uncertainty associated
ith homogeneity between the samples used, which is called
etween-bottle uncertainty [5]. Our analytical results show the
elative standard deviation of 2.2%, which was located within the
eported range of about 2–3% by NRCCRM. The between-bottle
ncertainty was the major contributor to the final combined
tandard uncertainty. Finally, the expanded uncertainty was esti-
ated by multiplying the combined uncertainty with a coverage

actor (k) of 2 at 95% confidence level. The overall results and
ncertainties for Cd and Cr at low and high levels are summa-
ized in Table 3.

Since there is no PP CRMs available, our obtained analytical
esults were validated by the standard reference materials made
f polyethylene (BCR 680 at high level and BCR 681 at low
evel) provided by the Bureau Communautaire de Reference
BCR) [9] were analyzed in the same manner. The reference
alues using BCR materials showed the following results of
ass fractions: 140.8 ± 2.5 mg/kg for Cd and 114.6 ± 2.6 mg/kg

or Cr at the high level; 21.7 ± 0.7l mg/kg for Cd and
7.7 ± 0.6 mg/kg for Cr at the low level. Our measured results
btained were 138.4 ± 1.95 mg/kg for Cd and 113.6 ± 1.5 mg/kg

or Cr at the high level while 20.5 ± 0.5 mg/kg for Cd and
9.1 ± 0.4 mg/kg for Cr at the low level. The comparison shows
cceptable agreement within given uncertainties between our
amples and BCR materials.

[

[

0.5
4.3

. Conclusions

The overall results demonstrate that the comparator INAA
rocedures employed in this initial study may be a viable
lternative to the conventional analytical approaches for the mea-
urements of toxic substances in plastics. Our future study will
ocus on searching for a method to be capable of measuring Hg
n plastic materials.
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bstract

Presence of iodine in aromatic amines, introduced by their reaction with iodine, and other electron withdrawing substituents such as chlorine and
itro, has been found to afford excellent liquid-phase microextraction (LPME) in toluene and separation by gas chromatography in the determination
f primary, secondary and tertiary aromatic amines. The effect is due to decreased basic nature of amines when electronegative substituents are
resent. Single drop microextraction (SDME) of the amines in 2 �l of toluene and injection of the whole extract into GC, or LPME into 50 �l of
oluene and injection of 2 �l of extract, were used. LPME has been found more robust and to give better extraction in shorter period than SDME.
n SDME–GC–FID, the average correlation coefficient was 0.9939 and average limit of detection 25 �g l−1 (range 12–61 �g l−1) whereas the

orresponding values in LPME–GC–MS were, respectively, 0.9953 and 33 ng l−1 (range 18–60 ng l−1). The method has been applied to determine
romatic amines in river water, dye factory effluents and food dye stuffs. The LPME was found as robust, rugged and simple extraction method.

2007 Elsevier B.V. All rights reserved.

eywords: Iodination; Primary, secondary and tertiary aromatic amines; Liquid-phase microextraction; Gas chromatography–flame ionization or mass spectrometric
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. Introduction

Aromatic amines widely occur in nature and are substances
f concern due to their toxicity and persistence in the environ-
ent. Aromatic amines are useful industrial chemicals, which

an be transformed into a multitude of products such as pesti-
ides, pharmaceuticals, explosives, rubber, epoxy polymers, azo
yes and aromatic polyurethanes [1] Aromatic amines are highly
oxic to human beings and some of these compounds have been
lassified as carcinogens [2,3]. Owing to their high solubility in
ater, amines can easily permeate through soil and contaminate
roundwater. Amines have been detected in rivers Rhine and
lbe between 1 and 30 �g l−1 level [4]. These compounds can
ontribute significantly to the taste and odour of water even at
heir trace level [5,6]. A number of aromatic amines have been

etected in the particulate phase of cigarette smoke [7,8], and
n indoor and outdoor air [9]. Amines and/or their metabolites
ave been found in the urine or blood of persons without known
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xposure and in human milk [10]. The EU [11,12] has included
any anilines in the list of priority pollutants which should be
onitored in environmental waters.
Chromatographic separation and quantification of aromatic

mines is hampered by their polarity, which can cause tailing
nd irreversible adsorption. The mass spectra of amines are
ften not ideal for their characterization, especially if these
ompounds are present in low concentration [13]. Derivatiza-
ion is therefore recommended to enhance extraction efficiency
nd improve chromatographic performance [13,14]. Perfluo-
oacylation is most often used [15,16], but there are reported
erivatization to Schiff bases with pentafluorobenzaldehyde
17], N-benzamides with benzoyl chloride [18], and isobuty-
oxycarbonyl compounds with isobutyl chloroformate [19,20].
-Allyl-N′-arylthioreas, formed by the reaction of aromatic
mines with allyl isothiocyanate, were subjected to pyrolysis and
etermined as aryl isothiocyanates [21]. Halogenation of aro-
atic amines enabled the use of electron capture detection. This,
uclear bromination worked well with many amines [22–24],
owever, problems are inevitable due to side-chain bromination
f alkyl anilines, and bromination at ortho and para carboxyl or
ulfonic groups, which are knocked off, giving the same product
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rom more than one compound [25]. Thus, reaction with bromine
f aniline, sulfanilic acid, anthranilic acid, 4-aminobenzoic acid
ive the same product, viz., 2,4,6-tribromoaniline. Replacement
f amino group by iodine through diazotization and substitution
f diazo group by reaction with iodide at elevated temperature
esults in much greater electron affinity, at least by a factor of 150
26,27]. However, under these conditions, diazo group can also
e replaced by hydroxyl group giving phenols, and in real envi-
onmental samples, that also contain chloride and bromide, other
alo-compounds are side-products [28]. Excepting bromination,
one of these methods is applicable to secondary and tertiary
romatic amines, and in our experience nuclear bromination has
ncertain stoichiometry [29,30] that complicates chromatogra-
hy.

Halogenation decreases basic properties of aromatic amines
nd this has two-fold advantage of increased recovery during
ample preparation and improved chromatography. Difficulty
s encountered with underivatized aniline and alkyl anilines
hich are more basic. Nuclear iodination has been examined

n this work as an alternative derivatization reaction. Iodina-
ion is a relatively moderate process, albeit, it is not subjected
o side-reactions. Iodoanilines are not naturally encountered in
eal environmental samples. Liquid-phase microextraction of the
erivatives and analysis by GC–MS resulted in recovery of ana-
ytes, their peak shapes and chromatographic separation that
ere better than obtained with underivatized amines; GC–FID

ould also be used but the sensitivity is lower. The method has
een found to be applicable to primary, secondary and tertiary
romatic amines.

. Experimental

.1. Standards and solvents

Analytical grade standards of the aromatic amines used in this
ork were obtained from BDH, Dorset, UK. Standard solution

1000 mg l−1) of each aromatic amine was prepared in ace-
onitrile and stored in a refrigerator when not in use. Working
olutions were prepared by sequentially diluting the stock solu-
ions. The reagent solution was prepared by grinding together
.320 g of iodine and 0.5 g of potassium iodide (Merck, Mum-
ai, India), and dissolving the mass in 100 ml of deionized water.
hosphate buffer contained 4 g each of KH2PO4 and K2HPO4
Qualigens, Mumbai, India) in 100 ml water and was adjusted
etween pH 6 and 7. 2,4,6-Tribromoaniline (Aldrich, Milwau-
ee, WI, USA), 100 mg in 100 ml of acetonitrile, was used as an
nternal standard. All solvents used for extraction were obtained
rom Merck, Mumbai, India.

.2. Instrumentation

The GC–FID analysis was performed using Hewlett Packard
890 series II gas chromatograph (Agilent Technologies Inc.,

alo Alto, CA). The separation of iodo-phenols was per-
ormed on a HP-5 (5% phenyl substituted methylpolysiloxane),
0 m × 0.32 mm; 0.25 �m film thickness, capillary column.
itrogen (99.999%) was used as carrier gas at a flow rate of

3

l

ta 73 (2007) 684–691 685

ml min−1. The GC–MS instrumentation consisted of Hewlett
ackard G1800B GCD system (HP 5890 series II with a
uadrupole mass detector). HP-5, 30 m × 0.25 mm; 0.25 �m
lm thickness, capillary column and helium (99.999%) carrier
as at a flow rate of 1 ml min−1 were used. The GC–MS transfer
ine was maintained at 300 ◦C, electron ionization at 70 eV and
he mass spectrum scanned from m/z 45–450. Chromatographic
ata were acquired using HP ChemStation software G1074B
ersion A.01.00. The injector temperature was maintained at
50 ◦C and all injections were made in splitless mode. Extrac-
ion vials, 4 ml, with PTFE silicon septum and screw cap with a
ole (Supelco), 8 mm × 1.5 mm, magnetic stir bars coated with
TFE, magnetic stirrer and in-house made syringe stand were
sed. Diffuse Reflectance, model DRS-8000, and FTIR spec-
rometer, model 8400S Shimadzu Corporation Analytical and

easuring Instruments Division, Kyoto, Japan, was used.

.3. Procedure

.3.1. Method involving SDME
A 0.5–2 ml aliquot of sample solution containing

.03–10 mg l−1 of aromatic amine was mixed with 800 �l
f phosphate buffer, 200 �l of iodine and 2 �l of the internal
tandard, and diluted to 3.5 ml with de-ionized water in the
xtraction vial. The solution was mixed well and kept for 5 min
t the ambient temperature (26 ◦C). A portion of 250 �l of
.5% ascorbic acid was added to reduce the surplus iodine from
eaction, and the solution made alkaline by addition of 250 �l
f 5 M sodium hydroxide. For SDME, the needle of a 10 �l
amilton syringe containing 2 �l of toluene was penetrated

hrough the septum of the vial until the tip protruded 1 cm
elow the meniscus of solution. The plunger was suspended
o form a drop hanging at the tip of needle. After 15 min of
quilibration (stir rate 300 rpm), the drop was retracted back
nto the syringe and immediately transferred to the injection
ort of GC for analysis.

.3.2. Method involving LPME
A 0.5–2 ml aliquot of the combined standard solution con-

aining 0.1 �g–10 mg l−1 of aromatic amine was mixed in a 5 ml
tandard flask having a ground glass stopper with 800 �l of
hosphate buffer, 200 �l of iodine and 2 �l of the internal stan-
ard, and diluted to 3.5 ml with deionized water. The solution
as mixed well and kept for 5 min at the ambient temperature

26 ◦C). Thereafter, the reaction solution was mixed with 250 �l
f ascorbic acid and 250 �l of 5 M sodium hydroxide, and diluted
o 5 ml with deionized water. A 50-�l portion of toluene was
dded to the flask and shaken vigorously for about 1 min. The
ask was kept undisturbed for the toluene droplets to coalesce
nd settle as a separate layer on the top of the aqueous phase. A
�l portion of organic phase was carefully withdrawn by a 5 �l
amilton syringe and injected into the GC.
. Results and discussion

Chromatogram obtained after iodination of a range of ani-
ines and their SDME is shown in Fig. 1, and compared with
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Fig. 1. GC–FID for anilines. (A) Chromatogram of the anilines, 5 mg l−1 each, spiked in deionised water and extracted with 2 �l of toluene without derivatiza-
tion; (B) chromatogram of anilines without derivatization and direct injection of standard into GC; and (C) chromatogram of a mixtures of anilines, 1 mg l−1

each, after their derivatization and extraction with 2 �l of toluene. Peaks identification (as their iodo-derivatives; underivatized mentioned in parentheses),
1 = 4-chloroaniline (uniodinated); 2 = aniline; 3 = 3-nitroaniline (uniodinated); 4 = N-methylaniline; 5 = 2-toluidine; 6 = N,N-dimethylanirine; 7 = 2-chloroaniline;
8 = 2,6-dimethylaniline; 9 = N,N-diethylaniline; 10 = 3-chloroaniline; 11 = 4-aminobiphenyl; 12 = 3,5-dinitroaniline (uniodinated); 13 = 2,4-dinitroaniline (uniodi-
n ,4,6-t
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ated); 14 = 3,5-dimethylaniline; 15 = 3-anisidine; and IS (internal standard) = 2
0 ◦C min−1, held for 0.5 min, ramped to 260 ◦C at 10 ◦C min−1.

hose obtained when a standard solution was directly injected
nto the GC (to reveal the chromatographic behaviour of ani-
ines) or was spiked to water, subjected to SDME in toluene and
he extract chromatographed (to establish extraction recovery).
ndeed, derivatization to iodo-derivatives has clear advantage of
uperior extraction efficiency and better chromatographic per-
ormance for aniline or alkylanilines. Owing to the presence of
lectron withdrawing substituents, such as nitro and chlorine (in
ara position), in the nucleus (which reduce basic character),
any anilines have inherent capability of showing both above

dvantages and their incapability to undergo iodination is not a
hortcoming. From an analytical point of view, it is a method-
logy of interest that allows the determination, in the same
hromatogram, of mixtures of aromatic amines with substituents
f different nature.

.1. Reaction condition
Preliminary experiments were performed in order to study
he influence of diverse parameters on the derivatization pro-
ess. Three parameters, iodine volume, reaction solution pH

i

i
I

Scheme 1. A probable fragmentation patt
ribromoaniline. GC oven temperature, 100 ◦C for 3 min, increased to 210 ◦C at

nd time were investigated to achieve the highest derivatiza-
ion yield. Optimum derivatization yield was found in pH range
–7.5; phosphate buffer of pH 6–7 was used in subsequent exper-
ments. One of the important factors affecting the yields of
odo-derivative is the amount of iodine used. The derivatization
ield was observed to constantly increase with iodine in range
.2–0.4 ml. Volumes higher than this produced precipitation,
stensibly, due to formation of charge-transfer complex between
ubstituted aniline and iodine. Therefore, 0.4 ml of iodine was
sed for iodination, and the excess of iodine from reaction was
educed by addition of ascorbic acid. During the study of the
ffect of time on iodination, the reaction was found to be com-
lete within 5 min and there was no further increase in peak
rea ratios after 5 min. A reaction time of 5 min was optimum.
he iodo derivatives formed by aromatic amines and their mass
pectra obtained by GC–MS are given in Table 1 . A probable
ragmentation pattern for 4-iodo-N,N-dimethylaniline is shown

n Scheme 1.

The reaction chemistry was validated by synthesis of 4-
odoaniline under the recommended condition of derivatization.
nto a 250 ml beaker, were placed 7 g of freshly distilled aniline,

ern for 4-iodo-N,N-dimethylaniline.



K
.R

eddy-N
oone

etal./Talanta
73

(2007)
684–691

687

Table 1
Iodo derivatives of aromatic amines and their mass spectra

Compd. no. Amines Iodo-product Electron ionization mass spectra of iodo derivative

2 Aniline 4-Iodoaniline

4 N-Methylaniline 4-Iodo-N-methylaniline

5 2-Toluidine 4-Iodo-2-toluidine

6 N,N-Dimethylaniline 4-Iodo-N,N-dimethylaniline

7 2-Chloroaniline 2-Chloro-4-iodoaniline

8 2,6-Dimethylaniline 4-Iodo-2,6-dimethylaniline
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9 N,N-Diethylaniline 4-Iodo-N,N-diethylaniline

10 3-Chloroaniline 3-Chloro-4-iodoaniline

11 4-Aminobiphenyl 3-Iodo-4-aminobiphenyl

14 3,5-Dimethylaniline 3,5-Dimethyl-4,6-diiodoaniline

15 3-Anisidine 4,6-Diiodo-3-methoxyaniline
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Fig. 2. Effect of different organic solvents on the SDME efficiency. Concentration of analytes: 100 �g l−1; solvent volume: 2 �l; solution temperature: 30 ◦C;
e
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drawal of microliter portion of extract settled in the flask above
the meniscus mark for analysis by GC has previously been used
by us as a convenient method of sample preparation [36,37].
xtraction time: 15 min. Compound number as in Fig. 1.

g each of potassium dihydrogenphosphate and dipotassium
ydrogenphosphate, and 150 ml of deionized water. The mix-
ure was cooled to about 15 ◦C in ice-bath and stirred well to
issolve the solid and disperse aniline into fine droplets. To the
tirred mixture was added 18 g of powdered resublimed iodine
n small portions of 2–3 g during a period of 20 min. The stir-
ing was continued for further 15 min by which time the colour
f free iodine practically disappeared. The crude 4-iodoaniline
as filtered under vacuum, drained and dried in the air. The

rude product was mixed with 75 ml of light petroleum, b.p.
0–80 ◦C, in a 250 ml round bottomed flask fitted with a water
ondenser and refluxed for about 15 min. The clear hot solution
as decanted into a beaker, placed in a freezing mixture and

tirred. The 4-iodoaniline crystallized out almost immediately
s colourless needles. The product was filtered, washed with
wo 5 ml portions of chilled light petroleum and dried in shade.
he yield of 4-iodoaniline, m.p. 63 ◦C, was 12 g (80%). FT-

R, 3400, 3306 cm−1, N H asymmetric and symmetric stretch;
198 cm−1, Fermi resonance band with overtone of 1620 cm−1;
620 cm−1, N H bending; 1500 cm−1, aromatic ring C C
tretch; 1283 cm−1, C N stretch, 1100 cm−1, para substituted
odobenzene.

The synthesis yield validated the formation of predicted
odoaniline at higher concentration level. Formation of mono-
r poly-iodoanilines was confirmed by the full scanned range
f mass spectra of each derivative. Di-iododerivative was found
o be formed by 3,5-dimethylaniline and 3-anisidine owing to
he ring activation for electrophilic iodination by their sub-
tituents, and to the availability of ortho and para positions to
hese group for iodination reaction. The yields of derivatization
eaction for the compounds of interest at investigated concen-
rations, similar to those found in environmental samples, was
etermined by comparison of the peak area ratios of the given
nilines (after derivatization) to that of the internal standard with

hose found by using equal molar concentrations of the authen-
ic iodo-anilines. The agreement was in the range 98.2–101.4%,
hich served to indicate the quantitative nature of the derivati-

ation.

F
l
n

.2. Optimization of extraction

Several parameters which control SDME such as nature of
xtracting solvent, time, stirring and ionic strength of solution,
tc. have been separately evaluated to optimize the extraction
ondition. Five water immiscible solvents (Fig. 2) were cho-
en to select the best one for extraction. The data indicated the
est extraction recovery obtained for most of the compounds by
sing toluene. Separate extractions were carried out for dura-
ion of 2–20 min; the extraction profiles showed that optimum
as attained in 15 min for all amines (Fig. 3). Stability of drop

n SDME is important when solution are stirred; in the present
ork stirring at 300 rpm allowed optimum preconcentration and
rop stability. Addition of salt (sodium chloride) has been used
n classical solvent extraction to facilitate mass transfer of ana-
yte into the organic solvent. However, in SDME, the relative
eak areas of analytes decreased with increase in salt concen-
ration. Similar observations have earlier been reported [31–34]
nd a plausible explanation given [35].

LPME with organic solvent in the standard flask and with-
ig. 3. Effect of extraction time on the SDME efficiency. Concentration of ana-
ytes: 100 �g l−1; solvent volume: 2 �l; solution temperature: 30 ◦C. Compound
umber as in Fig. 1.
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(8.35 �g g−1; R.S.D., 7.5%) were detected in sunset yellow FCF,
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oluene gave optimum extraction in comparison to other sol-
ents as were used in SDME. With conventional 5 ml standard
ask, down to 50 �l of solvent could be used conveniently. The
eak areas were found to decrease with larger volume of organic
olvent. Shaking for 1 min was optimum for complete extraction.
ontrary to the SDME, and similar to classical solvent extrac-

ion, analyte mass transfer to organic phase is favoured by high
alt concentration in this method of LPME. Thus, LPME was
obust, rugged and simple extraction method.

.3. Calibration graph and detection limits

The analytical performance of the present method was val-
dated for its linearity, precision and limit of detection. The
alibration data and detection limits of aromatic amines in the
DME/GC–FID and LPME/GC–MS, and selected ions used for
ass detection and quantification are given in Table 2. Each

oint of the calibration graph corresponded to the mean value
btained from three independent area measurements, and each
alibration graph was constructed with eight concentration lev-
ls. The limit of detection (S/N = 3) was estimated as three
imes the standard deviation obtained in eight replicate anal-
ses of lowest concentration level in the rectilinear calibration
raph. In SDME–GC–FID, the average correlation coefficient
as 0.9939 (range 0.9907–0.9990) and average limit of detec-

ion 25 �g l−1 (range 12–61 �g l−1), whereas the corresponding
alues in LPME–GC–MS were, respectively, 0.9953 (range
.9928–0.9992) and 33 ng l−1 (range 18–60 ng l−1). The higher
ensitivity in GC–MS is due to efficiency of both LPME and MS
etection.

Stability of solutions is often regarded as part of measure of
uggedness of the method. Standards of amines were analyzed
ver a period of 3 months, the solutions being stored in freezer
hen not in use. The peak area ratios were within ±4% between
reshly prepared stock solutions and the aged ones stored at least
p to 2 months. Up to 10% changes that were made deliberately
n experimental parameters such as iodine concentration, reac-
ion and extraction time, and GC mobile phase flow rate did

a
d
s
w

able 2
alibration data and detection limits in the determination of aromatic amines

Aromatic amine SDME–GC–FID

Range (mg l−1) R2 LoD (�g l−1)

. 4-Chloroaniline 0.05–7 0.9967 28

. Aniline 0.04–8 0.9948 21

. 3-Nitroaniline 0.05–8 0.9975 25

. N-Methylaniline 0.05–10 0.9976 61

. 2-Toluidine 0.09–10 0.9929 12

. N,N-Dimethylaniline 0.09–10 0.9962 21

. 2-Chloroaniline 0.05–9 0.9908 19

. 2,6-Dimethylaniline 0.05–10 0.9990 17

. N,N-Diethylaniline 0.03–10 0.9907 12
0. 3-Chloroaniline 0.05–7 0.9828 50
1. 4-Aminobiphenyl 0.09–10 0.9978 25
2. 3,5-Dinitroaniline 0.05–10 0.9876 25
3. 2,4-Dinitroaniline 0.05–10 0.9985 25
4. 3,5-Dimethylaniline 0.09–10 0.9888 32
5. 3-Anisidine 0.09–8 0.9969 12
ta 73 (2007) 684–691

ot affect the results by more than ±5%, and this supported the
obustness of the method.

.4. Real sample analysis

In order to investigate the applicability of the present SDME
ethod in real sample analysis, determination of amines in

ea water, Ganga and Narmada River waters, Jabalpur city tap
ater and a dye factory effluent samples was performed by

tandard addition technique. The analytes were added to real
ater samples at concentration level of 0.1 mg l−1 and analyzed
y GC–FID after derivatization. The recovery results take into
ccount the amounts of amines that were originally present in
he sample. The method gave overall recovery of 97% (range
2–104%; n = 6). The average R.S.D. was found to be 8.1%
range 3.5–14.5%).

Two synthetic food dye stuffs, tartrazine and sunset yellow
CF, were obtained from the local market and the proposed
ethod was applied to determine the presence of free aromatic

mines in them. A known quantity of dye stuff, 10 mg, was dis-
olve in 50 ml of deionized water (acidified with 1 ml of 0.1 M
ulfuric acid) and a 5 ml portion of this solution was loaded
n a C18 cartridge (500 mg, Alltech, Deerfield, IL) that was
reviously activated by passing 5 ml each of methanol and deion-
zed water, and allowed to flow under a mild positive pressure.
hereafter, the sorbent was washed with 1 ml of 0.1 M sulfuric
cid; the eluate and washing were combined together and sub-
ected to derivatization and analysis by LPME–GC–MS. The
ye stuffs were found to retain strongly on C18 sorbent whereas
romatic amines could be easily eluted. The free amines (as
odo-derivatives) were identified by their full scan mass spectra.
-Toluidine (5.72 �g g−1; R.S.D., 8.4%) and N,N-diethylaniline
nd 2-toluidine (9.84 �g g−1; R.S.D., 7.8%) in tartrazine. Stan-
ard addition of detected amine at 50 �g g−1 each to the dye
tuff produced average recovery of 94.2% (range 89.5–115.8%)
ith R.S.D. of 8.6% (range 5.5–9.7%).

LPME–GC–MS

Range (�g–mg l−1) R2 LoD (ng l−1) Ions quantitated (m/z)

0.1–8 0.9946 30 92.127
0.1–10 0.9990 25 92.219
0.1–8 0.9992 60 92.138
0.1–10 0.9959 18 106.233
0.1–10 0.9898 19 106.233
0.1–10 0.9936 25 119.247
0.1–8 0.9968 27 90.253
0.1–8 0.9959 28 120.247
0.1–8 0.9929 25 260.275
0.1–7 0.9928 30 126.253
0.2–9 0.9984 52 167.295
0.2–8 0.9956 50 153.183
0.2–8 0.9895 55 153.183
0.1–10 0.9979 32 118.373
0.1–8 0.9974 30 233.375
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. Conclusions

Broad and tailing peaks, and poor resolution obtained in the
C of aromatic amines have been avoided by nuclear iodina-

ion of primary, secondary and tertiary aromatic amines. The
odinated amines, and those which are already having electron
ithdrawing substituents such as nitro group and chlorine show

xcellent preconcentration by LPME in toluene. The method is
pplicable to polluted waters and food dye stuffs. Simplicity of
peration, short analysis time and low consumption of solvent
re the main advantages of the present technique.
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bstract

A micropumping multicommutation manifold to perform turbidity determinations in waters is described. The procedure is based on the use of
combination of hydrazine sulfate and hexamethylenetetramine, to obtain an external standard of nephelometric turbidity units (NTU), which

ould compare the absorbance measurements at high wavelengths for samples with a calibration line obtained from a concentrated formazine
tandard diluted on-line. To minimize sample and reagent consumption and waste generation, the flow system was designed with two solenoid
icro-pumps, one of them for the alternative introduction of the formazine standard and samples and the other one for the water carrier. The
ulticommutation approach makes possible the on-line dilution of a single standard to obtain the external calibration. The linear response was

anged up to 160 NTU. The coefficient of variation was estimated as 1.6 and 3.2% for 10 and 100 mm flow cell, respectively, for solutions containing
0 NTU (n = 10). Approximately, 60 determinations can be carried out per hour with limit of detection values of 1 and 0.1 NTU, consuming only 160
r 240 �L formazine solution and generating 1.8 or 2.0 mL waste per determination, using measurement cells of 10 and 100 mm optical pathlength,

espectively. The procedure was successfully applied to 11 different water samples. Recovery studies were carried out and results obtained were
etween 97.5 ± 0.2 and 100 ± 1%. The development of a homebuilt light emitting diode (LED)-based portable flow analysis instrument was
hecked for in situ turbidimetric measurements, providing this equipment a LOD value of 0.09 NTU working with a blue LED at 464 nm and a
OD value of 0.1 NTU working with an IR LED.
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. Introduction

Turbidity analysis is an optical measurement of scattered
ight. When light is passed through a water sample, particles in
he light path change the direction of the light, scattering it and
ecreasing the incident radiation to the detector. If the turbidity
s low, most of the light will continue in the original direction.
ight scattered by particles allows the particles to be detected in
ater, just as sunlight can illuminate dust particles in the air.

In 2002, the EPA published the LT1ESWTR (Long Term 1

nhanced Surface Water Treatment Rule) mandating that tur-
idities in combined filtered effluents must read at or below 0.3

∗ Corresponding author. Tel.: +34 96354399734; fax: +34 963544838.
E-mail address: angel.morales@uv.es (Á. Morales-Rubio).

1 Present address: Departamento de Quı́mica Fundamental, Universidade Fed-
ral de Pernambuco, Rua Luiz Freire, s/n, CEP 50740-550, Recife-PE, Brazil.

f
m
t
[
a

u
b
a

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.04.060
thway; Light emitting diode-based photometer

ephelometric turbidity units (NTU) [1–3]. To achieve the EPA’s
oal, constant turbidity monitoring of filtered water is critical.
his monitoring is often accomplished with the use of on-line

urbidity meters at water treatment plants and with specially
esigned portable instruments in the field [4].

Turbidimetric methods are widely used in water analy-
is and for the control of treatment processes. Moreover, the
oncentration of a variety of ions can be determined using
uitable precipitation reagents to form suspensions [5]. Sul-
ate determination through turbidity measurements has been
ade in waters, wines and plant digests, by using flow injec-

ion analysis (FIA) [6,7], sequential injection analysis (SIA)
8–10], multicommuted flow injection analysis (MCFIA) [11]
nd monosegmented flow (MSFA) [12].
On the other hand, turbidimetric measurements have been
sed to locate potential precipitants in soft drinks and alcoholic
everages [13,14], in waters [9,15] and as an environmental
nalytical tool to measure suspended solids in waters [16,17].
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E. Ródenas-Torralba et a

hey have been also used to measure suspended particles in
ases, like smog and fog [18]. Even turbidity analysis is becom-
ng the method of choice for biomass determination in order to
lert against emerging pathogens such as Cryptosporidium and
iardia [19].
Turbidimetry has been widely used as detection method in

ow analysis. Although FIA is the most widely used technique,
here are three papers in the literature which use multicommu-
ation to implement methods for determining the turbidity of
olutions [11,12,16]. However, two of these papers made a tur-
idimetric determination of sulfate [11,12] and the other one
sed a dye solution, prepared by dissolving bromocresol green
n disodium tetraborate solution [16]. Nevertheless, in our best
nowledge, there is a lack of compact low-cost systems which
ould be used for fully mechanized control of water turbidity, and
n fact not any paper of multicommutation which uses formazine
olution to make turbidimetric analyses was found.

In the present paper, it has been developed a micropump-
ng multicommuted strategy to made turbidity measurements
sing two different cells of 10 and 100 mm optical pathway
ength. Solenoid micro-pumps were employed to minimize
eagent consumption and waste generation. Turbidity was deter-
ined at 464 nm and data for samples were calibrated based on

he absorbance of a concentrated formazine standard solution
iluted on-line. Finally, the portable flow analysis light emit-
ing diode (LED)-detector described in earlier studies for in situ
pectrophotometric measurements [20] was adapted to do the
urbidimetric measurements.

. Experimental

.1. Apparatus

The flow system comprised two solenoid micro-pumps Bio-
hem 090SP with a nominal volume of 8 �L per pulse (Boonton,
J, USA), flow lines of 0.8 mm i.d. PTFE tubing and a Y-

onfluence connector made on acrylic. A Pentium 133 MHz
icrocomputer was employed for system controlling by a

arallel interface through a software written in Quick Basic.
lab-made electronic interface, analogous to that previously

escribed [21,22], was used to generate the electric poten-
ial and current required to switch the solenoid micro-pumps
12 V, ca. 100 mA). Measurements were made with a Hewlett-
ackard Model 8452A diode array spectrophotometer equipped
ith a 10 mm optical path and 50 �L inner volume flow cell

Waldbronn, Germany) and a homemade 100 mm long path and
15 �L inner volume flow cell.

The compact homemade LED photometer employed was
escribed in detail by Ródenas-Torralba et al. [20], being used
s light source an infrared LED (>800 nm) and alternately four
isible LEDs of blue (λ = 464 nm), yellow (λ = 512 nm), green
λ = 562 nm) and red (λ = 650 nm) color.
.2. Reagents and solutions

All solutions were prepared with deionized water (18.2 M�

m) and analytical grade chemicals. A 4000 NTU formazine

(
d
t

ig. 1. Multicommuted flow system employed for the turbidimetric measure-
ents. P1 and P2—solenoid micro-pumps; LED detector; x—confluence point.

tock suspension was prepared by mixing equal volumes of
0,000 �g mL−1 hydrazine sulfate solution, N2H4H2SO4, and
00,000 �g mL−1 hexamethylenetetramine, (CH2)6N4, both
rom Aldrich (Steinheim, Germany). After that, the mixture was
et to stand for 48 h at 24–26 ◦C in a topaz bottle before the
easurements at 710 nm. Deionized water was used as a carrier.
Eleven water samples from different origin like puddle, tap,

eating bath, radiator and waste were analyzed. Tap water sam-
les were obtained from Burjassot and Valencia cities, in Spain.

.3. Flow procedure

The flow system manifold was designed employing two
olenoid micro-pumps, which were assembled to allow the han-
ling of two solutions: P1 for formazine stock standard or sample
olutions and P2 to introduce a carrier deionized water flow.

When the solenoid of a micro-pump was energized (ON)
sucking action was carried out, thus permitting the solu-

ion insertion into the micro-pump chamber through the input
hannel. When the applied voltage was turned OFF, the inner
iaphragm go back to rest position and the fluid was dispensed
hrough the output channel.

The solenoid micro-pumps were arranged as shown in Fig. 1,
mploying one device for each solution handled, during 0.1 s ON
nd 0.1 s OFF. This 0.1 s/0.1 s (ON/OFF) sequence means that
he 8 �L internal volume of the micropumps was filled in 0.1 s
ON) and emptied in 0.1 s (OFF). The devices were operated at
Hz.

The multicommutated system was operated as described in
able 1. Samples were introduced into the manifold through
icropump P1 and diluted 1:1 with deionized water using
icropump P2 till to obtain an enough volume to fill the mea-

urement cell. After that, micropump was energized alone to
ransport the sample plugs to the detector and to wash the mea-
urement cell. Each step was repeated until to complete the
umber of pulses.
Forty and sixty total pulses of sample plus deionized water
step 1) were enough to obtain stable measurements of 1:1
ispersed samples using the 10 and 100 mm length cell, respec-
ively. Sample zone was transported by 200 or 250 pulses of
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Table 1
Solenoid micro-pumps switching course for turbidimetric measurementsa

Step Description P1 P2 Total pulses

1 Sample or formazine standard introduction ON/OFF OFF
Deionized water introduction OFF ON/OFF 40/60b

2 Transport to the detection cell and system washing OFF ON/OFF 200/250c

3 Cleaning ON/OFF OFF Variabled

4e Standardization using stock formazine solution ON/OFF OFF
OFF ON/OFF 40/60b

a ON/OFF indicate a 0.1 s/0.1 s pulse of the solenoid micro-pump.
b 40 or 60 pulses depending on the cell employed, 10 or 100 mm, respectively.
c 200 or 250 pulses depending on the 10 or 100 mm optical pathway cell, respectively.
d The number of pulses for cleaning the tube of sample or standard in each case is variable and is made after three replicate measurements of the same solution.
e For standardization two alternative strategies could be followed: (i) the insertion of 40/60 pulses of standards of different concentration of formazine and water

i formazine standard using 1:1, 1:2, 1:3, 1:4, 1:5, 2:3 dilution through the use of of 1
p P1 + 4 pulse P2, 1 pulse P1 + 5 pulse P2, 2 pulse P1 + 3 pulse P2, till to reach a total
n

c
s
e
o
o
m
c
T
a

t
d
f
s

1
t
a
p
p
r

2

c
1
w
t
d

3

3

c
t
t

4
s
s
c
l
t

3.2. Effect of sampling cycles

Fig. 3 shows the effect of the number of sample pulses on
the signal response. As can be seen, after a linear response till
n a 1 pulse P1 + 1 pulse P2 sequence or (ii) y the on-line dilution of a 200 NTU
ulse P1 + 1 pulse P2, 1 pulse P1 + 2 pulse P2, 1 pulse P1 + 3 pulse P2, 1 pulse
umber of 40/60 pulses.

arrier water towards the detector where transient signal mea-
urements were made (step 2). After obtaining three replicates of
ach sample it was introduced a cleaning step (step 3) through-
ut the activation of micro-pump P1. With the new sample
r the standard, the cleaning step was made after every three
easurements of the same solution in order to avoid cross

ontamination between samples and to avoid memory effects.
urbidity measurements were established at 464 nm wavelength
nd no correction of the baseline was necessary.

For calibration, it can be made alternatively two strategies: (i)
he introduction of 40/60 total pulses of formazine standards of
ifferent concentration following the same sequence described
or samples introduction or (ii) the on-line dilution of a 200 NTU
tock standard formazine solution.

In the second case, a 4th step different pulses of P1 and P2 in
:1, 1:2, 1:3, 1:4, 1:5 and 2:3 relationship allowed the dispersion
hrough the coil of the stock standard in order to obtain the
ppropriate calibration line. In fact, 1 pulse P1 + 1 pulse P2, 1
ulse P1 + 2 pulse P2, 1 pulse P1 + 3 pulse P2, 1 pulse P1 + 4
ulse P2, 1 pulse P1 + 5 pulse P2, 2 pulse P1 + 3 pulse P2, were
epeated as new sequences to reach the different NTU levels.

.4. Batch reference procedure

Independent solutions of different formazine standard con-
entration (up to 1000 NTU) were directly introduced into the
0 mm spectrophotometric cell and absorbance measurements
ere made at 710 nm by using the diode array spectrophotome-

er. Samples were measured in the same way as standards and
ata interpolated in the external calibration line.

. Results and discussion

.1. Stability of formazine standards
Fig. 2 shows the intervals of time in which the different
oncentrations of formazine solutions could be employed for
urbidimetric measurements. As can be seen, formazine solu-
ions from 0.1 to 4 NTU were only stable for 1 day, from 6 to

F
a
r
p

Fig. 2. Study of the stability of different formazine standard solutions.

0 NTU were stable for 5 days and from 60 to 1000 NTU were
table at least for a week. So, it can be concluded that the use of a
ingle concentrate, and high stable, formazine standard solution
ould be the best strategy to establish the appropriate calibration
ine by on-line dilution, confirming the potentiality of the mul-
icommutation systems for in-line standards preparation [23].
ig. 3. Effect of pulses on absorbance signal. Experimental conditions using
10 mm optical path flow cell, 150 cm coil length, 0.1 s/0.1 s (ON/OFF), 1:1

elation between formazine:H2O and 200 NTU formazine concentration. Each
ulse corresponds to 8 �L volume.
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0 formazine pulses it happens a lost of linear response with
he increasing of number of pulses, as reported before in several
tudies [24,25]. Twenty pulses were selected as the most suitable
olume to achieve the maximum sensitivity in a shorter as pos-
ible period of time and using the measurement cell of 10 mm
ptical path length, thus involving a total of 40 alternative pulses
f P1 and P2.

.3. Analytical features

Table 2 shows the analytical features of the different pro-
edures assayed. Multicommutation procedure using a 10 mm
ow injection cell provides calibration equations of the same
rder than the batch mode. Nevertheless, multicommutation
sing a 100 mm cell increases the sensitivity 4.4 times. The
est alternative was the on-line standard dilution, reducing the
inear range up to 160 NTU. For the external calibration by
n-line dilution, a formazine standard of 200 NTU was intro-
uced by using the 1:1, 1:2, 1:3, 1:4, 1:5 and 2:3, dilutions
etween standard and water throughout alternating the sequence
f different number of pulses though P1 and P2 micro-pumps
o build the whole calibration line. Moreover, this proposed

ethod reduces the formazine consumption and the waste vol-
me to 1.8 mL, maintaining other analytical features like limit
f detection LOD, repeatability established for the relative stan-
ard deviation R.S.D. and sampling throughput. Therefore, it
an be concluded that multicommutation approach using an
n-line standard dilution offers a sustainable alternative to the
atch method in terms of reagents consume and solutions han-
ling by the operator. Nevertheless, multicommutation with a
00 mm cell provides a LOD of ca. 0.1 NTU, 10 times bet-
er than the batch one using 10 mm cell, and a R.S.D. of
.2%.

.4. Analysis of samples

The proposed procedure was applied to the turbidity analysis
f 11 water samples and results are shown in Table 3. The corre-
ation between data obtained by multicommutation (10 mm cell)
rocedure (y) and batch measurements (x) provided an equation
= (1.00 ± 0.01)x + (0.04 ± 0.05), with a correlation coeffi-
ient of 0.9991. The correlation between multicommutation
100 mm cell) (z) and batch procedure (x) provided an equation
= (1.00 ± 0.01)x + (0.05 ± 0.05), with a correlation coefficient
f 0.9991, and the correlation between multicommutation using
n-line standard dilution (10 mm cell) (w) and batch procedure
x) provided an equation w = (1.00 ± 0.01)x + (−0.01 ± 0.04),
ith a correlation coefficient of 0.9998, thus evidencing the good

omparability of all approaches and confirming the validity of
he multicommutation procedure in front of the in batch mea-
urements. Student’s t calculated values for the slopes (0.0, 0.0
nd 0.0) and for the intercepts (0.8, 1.0 and 0.25) was in all cases
ower than the theoretical t value (1.734) for a 95% probability

evel and 18 degree freedom. It can be concluded that the accu-
acy of the developed procedure is comparable to that found
n-batch on using the same reaction and in multicommutation
ow analysis. Ta
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Table 3
Determination of turbidity in water samples

Batch (NTU) Multicommutation (NTU)

10 mm cell 100 mm cell

Tap water Burjassot <LOD <LOD 0.20 ± 0.08
Tap water Valencia <LOD <LOD 0.10 ± 0.05
Puddle water 1.0 ± 0.1 1.1 ± 0.1 1.1 ± 0.1
Heating bath water 4.9 ± 0.1 5.11 ± 0.09 5.1 ± 0.2
Radiator water 1 4.31 ± 0.09 4.2 ± 0.1 4.2 ± 0.2
Radiator water 2 4.72 ± 0.08 4.6 ± 0.1 4.8 ± 0.1
Radiator water 3 3.1 ± 0.1 3.1 ± 0.1 3.1 ± 0.1
Waste water 1 5.55 ± 0.05 5.6 ± 0.1 5.5 ± 0.2
Waste water 2 <LOD <LOD <LOD
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aste water 3 3.0 ± 0.1 3.0 ± 0.2 3.2 ± 0.1
aste water 4 3.9 ± 0.1 3.9 ± 0.2 3.9 ± 0.1

ean values and standard deviation of n = 3 independent analysis.

On the other hand, Table 4 shows the recovery studies made
n the Burjassot tap water samples spiked with known amounts
f formazine solution corresponding to 10–150 NTU. It can be
bserved that recovery values between 96.8 and 101% were
ound for all the different approaches tested.

.5. Development of a low-cost LED-based turbidimeter

Based on our previous experience on developing a low-
ost LED-based spectrophotometer [20] and incorporating to
he aforementioned equipment the multicommutation set-up
escribed before and the long path length cell, it has been eval-
ated the use of different color LEDs and IR LED for turbidity
easurements.
As it can be seen in Table 5, similar figures of merit than

hose obtained with a spectrophotometer were obtained using a
ED photometer.

On comparing the analytical features obtained as a function
f the LED wavelength it can concluded that the best sensitivity
as obtained on using the blue LED. However, LOD and R.S.D.
alues found were of the same order for all the LEDs assayed.
o, and in order to avoid interferences for the water color, the
se of high wavelength LEDs and specially that of IR emitting
ight can be recommended.
. Conclusions

Multicommutation offers a sustainable and environmentally
riendly alternative to the previously proposed methods for

able 4
ecovery values (n = 3) for turbidimetric measurements in Burjassot tap water
sing both, the batch and the multicommutation methods

piked level (NTU) Recovery %

Batch Multicommutation

10 mm cell 100 mm cell

10 101 ± 1 100 ± 1 99.1 ± 1
50 97.5 ± 1.0 97.5 ± 0.2 96.8 ± 0.9
00 99.6 ± 0.4 98.8 ± 0.1 99.5 ± 0.9
50 99.0 ± 0.8 99.2 ± 0.1 98.5 ± 0.9
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urbidity measurements in waters, reducing the reagent con-
umption and waste generation.

Moreover, multicommutation permitted us to do the on-line
ilution from one formazine standard, avoiding the manipulation
f solutions and their contact with the operator and providing
ustainable environmental results.

Additionally, multicommutation using a 100 mm optical
athway cell can allow reducing the limit of detection and to
ncrease the sensitivity.

The incorporation of a LED-based photometer as detector
rovides low cost and portable equipment with a total weighs
irca 3 kg and which can be feed by 12 V batteries thus offering
cheap and sustainable alternative to instruments and methods

vailables.
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bstract

A new combination method, employing thermal lens spectrometry (TLS) after cloud point extraction (CPE), has been developed for the
reconcentration and determination of rhodium. TLS and CPE methods have good matching conditions for the combination because TLS is a
uitable method for the analysis of low volume samples obtained after CPE.

Rhodium was complexed with 1-(2-pyridylazo)-2-naphthol (PAN) as a complexing agent in an aqueous medium and concentrated by octylphe-
oxypolyethoxyethanol (Triton X-114) as a surfactant. After the phase separation at 50 ◦C based on the cloud point extraction of the mixture, the
urfactant-rich phase was dried and the remaining phase was dissolved using 20 �L of carbon tetrachloride. The obtained solution was introduced
nto a quartz micro cell and the analyte was determined by laser induced-thermal lens spectrometry (LI-TLS). The single laser TLS was used as

sensitive method for the determination of Rhodium-PAN complex in 20 �L of the sample. Under optimum conditions, the analytical curve was

inear for the concentration range of 0.5–50 ng mL−1 and the detection limit was 0.06 ng mL−1. The enhancement factor of 450 was achieved for
0 mL samples containing the analyte and relative standard deviations were lower than 5%. The developed method was successfully applied to the
xtraction and determination of rhodium in water samples.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The use of surfactants in analytical chemistry provides a lot of
ossibilities [1,2]. Separation and preconcentration based on the
loud point extraction emerges as an important practical tech-
ique. Aqueous solutions of most non-ionic surfactants possess
he ability to decrease their solubility rapidly and become tur-
id when they are heated above a temperature called the cloud
oint temperature (tc) [3,4]. For higher temperatures (above tc)
wo distinct phases are formed; one consisting of almost the
ntire surfactant and the other containing a small portion equal
o the critical micellar concentration (cmc) [5,6]. The mech-
nism of this separation is attributed to the rapid increase in

he aggregation number of the surfactant’s micelles due to an
ncrease in the temperature [7,8]. During their formation, the
urfactant micelles have proved to entrap several hydrophobic

∗ Corresponding author.
E-mail address: shemiran@khayam.ut.ac.ir (F. Shemirani).
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ubstances, isolating them from the bulk aqueous solution [5,9].
he centrifugation and decantation of the aqueous phase can
asily separate the two phases. The species that can interact
ith micellar systems either directly or after being derivatized,
ecome concentrated in a small volume of the surfactant-rich
hase which can subsequently be analyzed using analytical
ystems such as AAS, ETAAS, ICP, GC, HPLC, CE and spec-
rophotometry [10–16].

Spectrophotometric methods are the most commonly used
echniques and continue to enjoy wide popularity. The common
vailability of the instrumentation, the simplicity of the proce-
ures, speed, precision and accuracy of the technique still make
pectrophotometric methods attractive. The spectrophotometric
nalysis has been used for cloud point extraction of trace metal
ons such as Zn, Cd, Cu, Ni [17,18], U [19,20], Er [21], Gd [22],
l [23] and Co [24].

Thermal lens spectrometry as an indirect spectrophotome-

ry has many advantages over direct spectrophotometry such
s high sensitivity, low volume analysis and organic solvent
nhancement effect. The thermal lens effect has been success-
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Fig. 1. Schematic diagram of single-laser thermal lens spectrometer: L, lens;
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measured during the thermal lens effect at initial time (I(0)), and
N. Shokoufi, F. Shemiran

ully applied to the spectrometric measurement of trace amounts
f analytes [25–28]. The absorption of the laser beam with Gaus-
ian profile by the analyte produces temperature gradient in
ample. This temperature gradient leads to the refractive index
radient that corresponds to the formation of thermal lens in
olution. The strength of the lens is determined by its effect on
he divergence of the same laser beam [26] or on the divergence
f a second laser beam [28]. A steady-state condition is obtained
hen the rate of laser heating equals the rate of heat loss due to

he thermal conductivity of the solvent and the finite temperature
ise. The build-up of the lens can take place on time scales from
ens of microseconds to hundreds of milliseconds, depending
n the thermo-optical properties of the solvent and the radius of
he laser beam through the sample [25,29]. Thermal lens takes
ime to develop into its full strength of thermal effect in solu-
ion (steady-state) [30], afterwards the thermal lens effect needs
ome time to relax in the solution [31]. The maximum signal is
btained when the steady-state condition is applied.

The lack of tunability of the laser source precludes the mea-
urement of spectra, therefore the selectivity of a method must
e provided by chemical means, e.g., chromogenic reaction or
eparation technique, while the thermal lens apparatus acts as a
ensitive, quantitative system.

The aim of this research is to combine thermal lens spec-
rometry, as a high sensitive method, with cloud point extraction
or determination of rhodium. This combination is favorable
ecause TLS is a suitable determination method for low volume
f the remained phase obtained after CPE and for organic sol-
ents used to dissolve the remaining analyte phase. Furthermore,
e would like to use low power laser, discrete wavelength and

ontinues-wave lasers because lasers of this type are inexpensive
nd accessible. In this work, we used thermal lens spectrometry
fter cloud point extraction in order to determine rhodium for
he first time.

Rhodium is present at about 0.001 �g mL−1 in the crust of
he earth. Rhodium metal is known for its stability in corro-
ive environments, physical beauty and unique physical and
hemical properties. Recent interest in the medical and indus-
rial significance of rhodium has been accompanied by an
ncreasing interest in determination at low levels. The determi-
ation of rhodium has been studied in different techniques and
amples [32,33]. Spectrophotometric determination of rhodium
ith PAN in organic solvent was previously reported [34].
hodium(III) reacts with PAN as a ML2 water–insoluble com-
lex.

In the present work, we report on the results obtained for
he preconcentration and determination of rhodium by CPE/LI-
LS. The proposed method was applied to the determination of

hodium in water samples.

. Experimental

.1. Thermal lens spectrometer setup
A single laser thermal lens spectrometer was designed and
eveloped in our laboratory (Fig. 1). The He–Ne laser (632.8 nm,
mW, TEM00) was used as pump/probe source. The laser beam

s
w
d
s

, chopper; S, sample microcell; M1 and M2, mirror; F, filter; P, pinhole; PD,
hotodetector; Op-Amp, operational amplifier; ADC, analog digital converter;
C, personal computer.

as focused by an 18 cm focal length lens and passed through the
ylindrical microcell located at the confocal distance. The laser
eam was allowed to irradiate the sample and blocked using a
hopper with an electronic controller. After filtration, the beam
ntensity change was measured through 1 mm pinhole with a
hoto-detector that was located at a 2 m distance from the sample
ell. The output signal from the photo-detector was amplified
y an operation amplifier and it was digitized by the analog
o digital converter (ADC). The digital signals were processed
n personal computer by laboratory developed software in the
elphi 7 program environment.

.2. Thermal lens signal calculation

Under CW-laser excitation, the intensity measured at the
eam center, I(t), will initially (t = 0) reflect only the Beer’s law
esponse of the sample. After sufficient time, when a steady state
emperature difference is reached, the intensity at the detector,
(∞), will depend on the optical arrangement of the system. An
ptimum configuration which minimizes I(∞) is obtained when
he sample is placed one confocal length beyond the beam waist
ormed by a long focal length lens. In this configuration, using
TEM00 laser beam to probe a sample whose length, L, is suffi-
iently small (L � 2πw2

0n/λ, where w0 is the beam waist, n the
efractive index, and λ is the laser wavelength), the following
xpression governs the initial and final intensities.

Lsignal = I(0) − I(∞)

I(∞)
= −2.303(dn/dT )

λk
PA (1)

= −dn/dT

λk
P (2)

here P is the power of laser, dn/dT the change in solvent refrac-
ive index with temperature, λ the laser wavelength, k the thermal
onductivity, E the enhancement of this effect relative to Beer’s
aw behavior and A is the absorbance of the sample. This expres-
ion assumes that all of the absorbed light is converted into heat
24].

The intensity of laser beam passing through the microcell was
teady state time (I(∞)). Then thermal lens signal (TLsignal)
as calculated by Eq. (1). For each sample, the signal was
erived from the average of three recordings of the thermal lens
ignals.
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.3. Reagents and solutions

All chemicals used were of analytical reagent grade. The
on-ionic surfactant TritonX-114 was obtained from Sigma (NJ,
SA). Stock standard solution of rhodium at a concentration of
000 �g mL−1 was prepared from RhCl3·4H2O (PROLABO,
aris, France). Working standard solutions were obtained by
ppropriate dilution of the stock standard solution. A solution of
.0 × 10−4 mol L−1 PAN was prepared in pure ethanol (Merck,
armstadt, Germany). The materials and vessels used for the

race analysis were kept in 10% nitric acid for at least 24 h and
ubsequently washed four times with doubly distilled water.

.4. Apparatus

Thermostatic bath (Fision-Germany, model HAKKE-N3)
aintained at the desired temperature was used for cloud point

xtraction experiments, and phase separation was performed
sing a centrifuge (DAMON/IEC division, USA). Atomic
bsorption spectrometer (Perkin-Elmer, model 1100B) equipped
ith the electro thermal system was used for the determina-

ion of rhodium. A 20 �L quartz Suprasil cylindrical microcell
ith 10 mm light path was used as a determination cell (Hellma,
mbH).

.5. Procedures

For the rhodium–PAN complex formation, an aliquot of
0 mL solution containing rhodium and 7.5 × 10−6 mol L−1

AN was adjusted to pH 4.0 and was kept for 30 min in the boil-
ng water batch. Afterward for cloud point extraction, 0.7 mL
riton X-114 (1.0%, w/v) was added to the solution and it was
ept for 10 min in the thermostatic bath at 50 ◦C. Since the sur-
actant density is higher than water, the surfactant-rich phase
ypically settles through the aqueous phase. The separation of the
hase was accelerated by centrifuging at 2500 rpm for 10 min.
n the cooling stage in an ice-bath, the surfactant-rich phase
ecame viscous. Then, the aqueous phase was separated by sim-
le decantation. Later, surfactant rich phase was heated in oven
t 100 ◦C to remove the remaining water. Twenty microliters of
arbon tetrachloride were added to the remaining phase and then
he sample was introduced into the 20 �L micro cell located at
he thermal lens spectrometer. Thermal lens spectrometer was
et at wavelength of 632.8 nm and chopper frequency of 0.5 Hz.
he intensity of the detector over time was obtained during ther-
al lens effect for each sample and then the thermal lens signal
as calculated by Eq. (1).

. Results and discussion

.1. Selection of wavelength

The absorption spectrum of rhodium–PAN complex was

tudied in the remaining phase after dissolving with carbon tetra-
hloride. This complex exhibits absorption in the wavelength
ange of 600–660 nm in the surfactant rich phase while Triton
-114 and PAN do not have any absorption at this range. This

o
e
1
a

anta 73 (2007) 662–667

s a well-matched range to the wavelength of the He–Ne laser at
32.8 nm.

.2. Time of steady-state thermal lens

The steady-state thermal lens effect is due to the formation of
he temperature dependent refractive index gradient. In order to
ptimize the required time for the steady-state thermal lens effect
he laser beam path to the sample was continuously blocked
nd opened by a chopper at different frequencies. The intensity
f detector output over time was evaluated for 10 ng mL−1 of
hodium–PAN complex after CPE at 632.8 nm laser wavelength.
t was found that the frequency of 0.5 Hz (time of 2 s) is suitable
or the steady-state condition which is favorable to build up and
ecay the thermal lens effect.

.3. Time of heating and its effect on complex formation

The formation of rhodium–PAN complex is very slow at the
oom temperature, so the color formation is very slow. The
olor begins to form about 2 min after the solution is heated
n a boiling water bath. To determine the optimum time of the
olor formation, samples containing 30 ng mL−1 rhodium and
.5 × 10−6 mol L−1 PAN were prepared and placed in a boil-
ng water bath for varying lengths of time. Then the samples
ere cooled in tap water and cloud point extraction procedure
as carried out by addition of 0.7 mL of Triton X-114 1% (w/v)

o each sample. The surfactant rich phase was separated after
PE and dissolved in carbon tetrachloride, and then its thermal

ens signal was measured afterwards. The negligible increase
n TLsignal on the heating of samples longer than 30 min does
ot merit the increased time for analysis, thus a heating time of
0 min is recommended.

.4. Effect of pH

The thermal lens signal of rhodium after CPE as a function
f the pH was performed using hydrochloric acid and potassium
ydroxide at the pH range of 1–7. Separation of metal ions by the
loud point method involves prior formation of a complex with
ufficient hydrophobicity to be extracted into the small volume
f surfactant-rich phase. Extraction yield depends on the pH at
hich complex formation is carried out. The Effect of pH on the

hermal lens signal of rhodium–PAN complex was evaluated for
0 mL of 10 ng mL−1 rhodium at 0.07% (w/v) Triton X-114 and
.5 × 10−6 mol L−1 PAN conditions. The results showed that the
ignal increases with the increase of pH up to 3; thereafter, the
ignal is almost constant up to pH 5. Hence pH 4 was chosen.

.5. Effect of PAN concentration

The thermal lens signal of rhodium as a function of the
omplexing agent concentration was evaluated. The variation

f the thermal lens signal over the PAN concentration was
valuated in the range of 1 × 10−6 to 25 × 10−6 mol L−1 for
0 mL aliquots of solutions containing 30 ng mL−1 rhodium
nd 0.07% (w/v) Triton-X114 at pH of 4. The TLsignal
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ncreased as the concentration of PAN increased from 1 × 10−6

o 5 × 10−6 mol L−1 and reached the highest in the range
f 5 × 10−6 to 10 × 10−6 mol L−1, then decreased after
0 × 10−6 mol L−1 of the PAN concentration. Therefore, a PAN
oncentration of 7.5 × 10−6 mol L−1 was employed for the other
xperiments.

.6. Effect of Triton X-114 concentration

A successful cloud point extraction would be that which max-
mizes the extraction recovery through minimizing the phase
olume ratio. We evaluated the effect of the surfactant con-
entration in the range of 0.01–0.2% (w/v) Triton X-114 on
he thermal lens signal for 10 mL of 30 ng mL−1 rhodium at
.5 × 10−6 mol L−1 PAN and pH 4.0 conditions. It is found that
he thermal lens signal is approximately constant and high in the
ange of 0.04–0.10% (w/v), so an amount of 0.07% (w/v) Tri-
on X-114 was chosen for subsequent experiments. The signal
ecreases with the increase of the Triton X-114 concentration
over 0.1% (w/v)) due to an increase in the volume and the
iscosity of the remaining phase.

.7. Effect of equilibration temperature and time

It is suitable to choose the shortest equilibration time and the
owest possible equilibration temperature which ensures com-
letion of phase separation in the cloud point extraction. An
xcellent thermal lens signal was obtained for the equilibration
emperature from 40 to 80 ◦C. Therefore, temperature of 60 ◦C
as used in subsequent experiments. The dependence of ther-
al lens signal upon incubation time was studied in the range

f 5–15 min and the optimum time of 10 min was chosen as a
uitable time.

.8. Effect of organic solvent

A general trend in Eq. (1) shows the enhancement of thermal
ens signal is obtained for the smaller thermal conductivity (k)
nd the larger absolute amount of temperature dependent refrac-
ive index (dn/dT). The order of magnitude of E predicts that the
rganic solvent will produce enhancement for TLS relative to
eer’s law. As it is shown in Table 1, organic solvents have better
hermo-optical properties than the water medium at thermal lens
pectrometry [26,35–37]. We have calculated E parameter for
rganic solvents and water at 632.8 nm and 5 mW (Table 1). The
esults show that the E parameter for non-polar organic solvent

(
o
t
r

able 1
hermo-optical properties and amounts of enhancement parameter for several solven

olvent dn/dT (K−1)

arbon tetrachloride −6.12 × 10−4

hloroform −6.03 × 10−4

HF –
yclohexane −5.56 × 10−4

MSO –
ater −0.91 × 10−4

a Calculated at 632.8 nm and 5 mW of laser.
anta 73 (2007) 662–667 665

s higher than those of polar organic solvents and water. There-
ore, it may be advantageous to use organic solvents to improve
he sensitivity of TLS method after CPE. For this reason, the
emaining phase after cloud point extraction was dissolved in
0 �L of organic solvent. Suitable solvents must dissolve com-
lex or complexes, excess of ligand, surfactant and also they
hould have good thermo-optical properties.

The effect of organic solvents such as carbon tetrachloride,
hloroform, THF, cyclohexane and DMSO were investigated on
he thermal lens signal after cloud point extraction for 10 mL
f 30 ng mL−1 rhodium at 7.5 × 10−6 mol L−1 PAN, 0.07%
w/v) Triton X-114 and pH 4.0 condition. The results show
hat a good correlation exists between the thermal lens signal
btained for rhodium in various solvents and the calculated

parameter. Since the thermal lens signal is the highest in
he carbon tetrachloride media, it was chosen as a suitable
olvent.

.9. Figure of merits

Calibration graph was obtained by preconcentrating 10 mL of
amples in the presence of 7.5 × 10−6 mol L−1 PAN and 0.07%
w/v) Triton X-114 at the pH of 4.0. The remained phases
f the samples after CPE were analyzed by the thermal lens
pectrometer after dissolving with carbon tetrachloride. Under
ptimum conditions, the calibration curve was linear from 0.5
o 50 ng mL−1 with a correlation coefficient of 0.9968 (R2). The
inear calibration curve was obtained with an intercept and slope
f 0.036 and 0.232, respectively. The limit of detection (LOD)
as calculated as the ratio of three times of the blank stan-
ard deviation over the slope of the calibration curve. The value
f 0.06 ng mL−1 was obtained for LOD. The relative standard
eviations were lower than 5% for five samples subjected to
he complete procedure. The enhancement factor, as the ratio
f slope of preconcentrated samples to that obtained without
reconcentration, was 450.

Table 2 compares the proposed method with those was
eported previously for the determination of rhodium after pre-
oncentration procedure. It shows that the proposed method
as a low detection limit compared with previous studies and
t allows the determination of ng mL−1 levels of rhodium. Also,
LS requires low volume of the remained phase after CPE
20 �L) for determination of analyte in comparison with the
ther similar determination methods such as FAAS, Spectropho-
ometry or ICP-AES that they require about 500–5000 �L of the
emained phase after preconcentration methods, So the remained

ts

k (Wm−1 K−1) Ea

0.103 46.948
0.117 40.722
0.126 –
0.123 35.716
0.199 –
0.598 1.202
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Table 2
Comparison of preconcentration-determination methods for rhodium reported in the literature with the proposed method

Determination
technique

Preconcentration
method

Sample volume
(mL)

Solvent volume
(�L)

Enhancement
factor

LDRa

(ng mL−1)
LODb

(ng mL−1)
Reference

FIA-FAAS SPE 50 – – – 8 [38]
ETAAS IEMc 2.4 40 20 0.9–50 0.3 [39]
FAAS CPE 100 300 50 0.16–1.5 0.052 [40]
Spectrophotometry SLSd 250 5000 40 30–2500 14.4 [41]
Spectrophotometry LLE – – – 440–4400 – [42]
LI-TLS CPE 10 20 450 0.5–50 0.06 Present work

a Linear dynamic range.

p
m

p
(

3

e
c
i
s
d
i
B
t
F
o
s

3

p
s
e
a
m
(
p
i
i
m
r
o
t

T
D

S

T

D

D

S

S

b Limit of detection.
c Ion exchange microcolumn.
d Solid liquid separation.

hase was dissolved by low volume of solvent in the proposed
ethod.
The proposed method has a high enhancement factor in com-

are to the other similar methods because of high volume ratio
sample volume to the remained phase volume after CPE).

.10. Interferences

Considering the selectivity provided by the cloud point
xtraction and thermal lens spectrometry, many anions and
ations were evaluated. An ion was considered to interfere when
ts presence produced a variation of 5% in thermal lens signal of
ample. The effect of foreign ions on the preconcentration and
etermination of rhodium was investigated. Among the tested
ons; Sb5+, Sb3+, Pb2+, Mn2+, Ca2+, Mg2+, Na+, K+, F−, Cl−,
r−, NO3

−, SO4
2− did not show any interference at a concentra-
ion of 500 times higher than rhodium concentration, however
e3+, Cu2+ and Ni2+ showed interferences at a concentration
f 20 times higher than rhodium concentration and Co2+, Pd2+

howed interference at the same concentration of rhodium.

s

C
a

able 3
etermination of rhodium in the real and spiked samples after CPE

ample Spiked (ng mL−1) TLS

Found (ng mL−1)a

ap waterb – N.D
15.0 15.3 ± 0.31
30.0 30.9 ± 0.40

rinking waterb – N.D
20.0 19.8 ± 0.43
40.0 40.1 ± 0.39

ispenser waterb – N.D
20.0 19.9 ± 0.39
40.0 39.9 ± 0.44

ea waterb – N.D
15.0 15.2 ± 0.25
30.0 30.1 ± 0.30

ynthetic samplec 20.0 19.9 ± 0.30
40.0 39.7 ± 0.23

a Mean ± S.D. (n = 3).
b The concentration of Cu2+, Fe3+, Ni2+ were lower than 100 ng mL−1 and Co2+, P
c Sb3+, Pb2+, Mn2+, Ca2+ and Mg2+ 2000 ng mL−1 of each cation; Na+ and K+ 10,
.11. Analysis of water samples

In order to test the applicability and reliability of the pro-
osed method, tap water, drinking water, dispenser water and
eawater samples were analyzed. For this purpose, 10 mL of
ach sample was preconcentrated with 7.5 × 10−6 mol L−1 PAN
nd 0.07% (w/v) Triton X-114 in accordance to the proposed
ethod. For the calibration, the working standard solutions

0.5–50 ng mL−1) were subjected to the same preconcentration
rocedure as used for the sample solutions. The results are shown
n Table 3. In all cases the spike recoveries confirmed the reliabil-
ty of the proposed method. Also, we applied standard addition

ethod for the determination of rhodium in 20 ng mL−1 spiked
eal samples mentioned in Table 3. The results showed that the
btained concentrations were in the range of 19.4–20.5 ng mL−1

hat good recoveries (97–102.5%) were achieved for analyzed

amples.

We carried out determination of rhodium by ETAAS after
PE for samples detailed in Table 3. The results confirm the
ccuracy of CPE/TLS method for rhodium preconcentration and

ETAAS

Recovery (%) Found (ng mL−1)a Recovery (%)

– N.D –
102.0 14.9 ± 0.25 99.3
103.0 30.4 ± 0.25 101.3

– N.D –
99.0 20.4 ± 0.25 102.0

100.2 40.2 ± 0.25 100.5

– N.D –
99.5 20.6 ± 0.25 103.0
99.7 39.3 ± 0.25 98.2

– N.D –
101.3 14.6 ± 0.25 97.3
100.3 30.3 ± 0.25 101.0

99.5 20.5 ± 0.25 102.5
99.2 39.3 ± 0.25 98.2

d2+ were not detected.
000 ng mL−1 of each.
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etermination. Since no real samples were available for testing
he validity of the proposed method, we analyzed rhodium in
ynthetic samples.

. Conclusions

The use of laser induced-thermal lens spectrometry as an
lternative determination method after the cloud point extraction
or the trace determination of rhodium was proposed. The laser
nduced-thermal lens spectrometry as a sensitive spectrometry

ethod is suitable for analysis of low volume of the remained
hase after the cloud point extraction. The use of organic solvent
fter CPE is not only suitable for dissolving the remained phase
metal complex and surfactant) but also enhance the thermal
ens signal. The cloud point extraction is an easy, safe, rapid
nd inexpensive method for the preconcentration and separation
f trace metals from aqueous solutions to low volume organic
hase.

This combination method exhibits high enhancement factor
450) as a result of the preconcentration enhancement factor in
PE and the enhancement factor of organic solvent effects in
LS.

The proposed combination method for rhodium offers a good
ensitivity, because LI-TLS is suitable for the determination of
nalyte after CPE in comparison to the other detection systems
uch as FAAS, ICP/OES and UV/vis spectrophotometer.

On the other hand, in addition to simplicity and low cost, this
ethod is comparable with the other sensitive methods such as
TAAS and ICP-MS for rhodium determination.

The proposed method was applied for the determination of
race amounts of rhodium in spiked water samples.
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bstract

In this work, a flow injection system with spectrophotometric detection was developed for the determination of lithium in pharmaceutical
ormulations used in the treatment of bipolar disorder. Reaction between Quinizarine (1,4-dihydroxyanthraquinone) and Li(I) ion in alkaline
edium containing dimethylsulfoxide (DMSO) was explored for this purpose. The flow system was optimized regarding to its chemical (DMSO,
uinizarine and NaOH concentrations and sample pH) and physical parameters (sample loop volume, carrier flow rate and reactor length) in order

o establish better conditions in terms of sensitivity and sampling frequency. The results obtained showed that the concentration of DMSO in the
eagent solution presents remarkable influence on the magnitude of analytical signal. Chemical species that could be found in the formulations
uch as Na(I), K(I), Mg(II), Ca(II), Ti(IV), Cl−, CO3

2− e sodium dodecylsulfate were tested as possible interfering ions. Among them, only
on-monovalent cations presented noticeable interference on lithium signal. However, they were not found in concentrations high enough to cause
nterference in the determination of lithium in the samples. Sample preparation was performed by sonicating a slurry prepared by dispersing 100 mg
f powdered sample in 15 mL of 0.10 mol L−1 HCl solution. Results obtained by developed methodology were not statistically different from those
btained by flame emission spectrometry. In the optimized conditions the method presented a linear range of 5–40 mg L−1 and a relative standard

eviation of 3.6% at 5 mg L−1 Li concentration. Detection and quantification limits were 0.54 and 1.8 mg L−1, respectively. Sampling frequency,
alculated as the time interval passed between two consecutive injections, was 60 samples per hour. The methodology was successfully applied in
he determination of lithium in three commercial samples.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Bipolar disorder, also known as manic-depressive illness, is
brain disorder that causes unusual shifts in a person mood,

nergy, and ability to function. It can result in damaged rela-
ionships, poor job or school performance, and even suicide [1].
ithium salts have widely been employed in the control of the
ymptoms of bipolar disorder [2–5]. However, some cases of
eath and severe intoxication derived from the bad use of lithium

alts are related in the literature [6].

In the organism, lithium produces, partially, the effects of
odium, magnesium and calcium cations in celular processes [7],
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eing efficient in the control of bipolar disorder symptoms when
ound at plasmatic concentrations higher than 0.50 mmol L−1.
owever, when found at concentrations above 1.5 mmol L−1

ithium yields several toxic effects, which denotes a strait ther-
peutic window [8]. Lithium does not produce remarkable
sychotropic effects in healthy people when found at plasmatic
oncentrations around 1 mmol L−1, but in this situation some
iochemical alterations can be detected. When supplied at toxic
evels, Li can cause several neurological effects, varying from
onfusion to convulsion and even death, when plasmatic concen-
rations achieve 2–2.5 mmol L−1 [9]. In front of this scenario,
here is a growing interest to determine Li concentration in bio-

ogical fluids and drugs used for bipolar disorder control, mainly
ecause of the already mentioned strait therapeutic window.

Various analytical techniques such as flame photometry
10–13], FAAS [14,15], ETAAS [16–19], ICP OES [20,21],
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CP-MS [22], fluorimetry [23,24], and potentiometry with ion
elective electrodes [25–27] have been used for Li monitoring in
ifferent kinds of samples. Some few spectrophotometric meth-
ds are found in the current literature [28–33], but only one
egarding to on-line determination of lithium [34]. Even so, this
ork reports the measurement of Li after a liquid–liquid extrac-

ion employing a reagent synthesized in the own laboratory.
Some of the fluorimetric and spectrophotometric methods

tilized Quinizarine (1,4-dihydroxyanthraquinone) as reagent.
omán-Ceba et al. [23] used Quinizarine as reagent for Li
etermination in acetone/water medium by fluorimetry. They
bserved various interference problems and recommended
revious separation of Li from matrix before instrumental
easurement. In order to avoid such interferences, Cuadros-
odrı́guez et al. [24] followed this recommendation and
erformed a fluorimetric determination of Li carrying out the
xtraction of Li-Quinizarine complex with TBP. Samples of min-
ral water, pharmaceutical formulations and biological materials
ere analyzed in this work.
Spectrophotometric determination of lithium with

uinizarine reagent was performed by Gámiz-Gracia et
l. [33] in a batch mode. They optimized experimental con-
itions employing a three variable Doehlert design and the
ethod was applied for lithium determination in pharmaceutical

ormulations and blood serum. Several solvent mixtures were
ested and DMSO/H2O 90:10% (v/v) was chosen as the best
ondition for the methodology. However, the whole analytical
ethodology was extremely slow and required intense manip-

lation of samples and reagents, since the general procedure
ecommends the manual mixing of several solutions and the
reparation of samples by digestion of tablets (in the case of
harmaceutical formulations) with 1 mol L−1 HCl solution.

The goal of this work was to develop and optimize a
ow injection system for rapid and reliable determination of
i in pharmaceutical formulations by spectrophotometry with
uinizarine. Several parameters that could affect the perfor-
ance of the FIA system were evaluated as well as the effect

f possible interfering species and the sample preparation
pproach.

. Experimental

.1. Apparatus

Absorbance spectra were recorded in a Femto 800 XI (São
aulo, Brazil) spectrophotometer with a resolution of 1 nm and
standard glass cuvette of 10-mm optical path. This equipment
as coupled to a PC for data acquisition and treatment.
The set-up consisted of a Femto 700 Plus (São Paulo, Brazil)

V–vis spectrophotometer equipped with a Hellma (Jamaica,
Y, USA) standard glass flow cell of 80-�L internal volume

nd 10-mm optical path. The instrument was set at 590 nm for
ll absorbance measurements and the peaks were recorded by

oupling the spectrophotometer to a PC equipped with a FIA
eak acquisition software provided by own Femto. A Milan BP-
06 (Curitiba, Brazil) peristaltic pump, equipped with flexible
ygon® tubes, was used to propel all solutions and a Rheodyne

t
a
t
v

ta 73 (2007) 613–620

041 (Cotati, CA, USA) six-port valve was employed to inject
amples and standard solutions into the system. The manifold
as built up with PTFE tubes with 0.8 mm bore and with a

aboratory-made polypropylene connection (inverted Y shape).
Flame atomic emission measurements were carried out with

Perkin-Elmer (Norwalk, CT, USA) Analyst 100 spectrometer
perating at emission mode. The instrument was operated at con-
itions suggested by the manufacturer (670.8 nm; air-acetylene
ame and slit width of 0.7 nm).

Adjustments and measurements of pH were carried out with
n Analyser 300 (São Paulo, Brazil) potenciometer equipped
ith a combined glass electrode (Ag/AgCl as reference). A
anem Excelsa II centrifuge (São Paulo, Brazil) and an ultra-
onic cleaner bath Unique USC 1400 (São Paulo, Brazil) were
mployed for sample preparation.

.2. Reagents and solutions

Purified water obtained in a Simplicity Milli-Q Water Sys-
em (Saint Quentin, Yvelines, France) was used to prepare all
olutions. All reagents were of analytical grade unless otherwise
entioned.
Lithium standard stock solution of 1000 mg L−1 concentra-

ion was prepared by dissolving 3.103 g of LiCl (Vetec, Rio
e Janeiro, Brazil) in exactly 500 mL of pure water. Standard
i(I) solutions employed every day were prepared by adequate
ilution of the stock standard solution.

Reagent solution was prepared by dissolving 12.5 mg of
uinizarine (1,4-dihydroxyathraquinone, Acros, St. Louis,
SA) in a mixture of 125 mL of dimethylsulfoxide (DMSO)

nd 5 mL of a 1 mol L−1 NaOH solution. After total solubiliza-
ion of Quinizarine, the solution obtained was transferred to a
50-mL volumetric flask and the volume was completed up to
he mark with water. The stability of this solution was not longer
han 24 h. This way, the reagent solution was prepared daily just
efore use.

Solvents acetone and DMSO used were of pesticide grade
nd supplied by Vetec (Rio de Janeiro, Brazil).

.3. Flow system operation

In the developed flow system, depicted in Fig. 1b, the
oop (215 �L) was filled with sample (or standard solutions)
hile the water carrier stream (C, 1.50 mL min−1) was mixed
ith the reagent solution (R1, 2.0 mL min−1), yielding a final

tream that allowed the establishment of the baseline. By valve
witching, the sample was injected into the carrier stream,
nd the formed sample zone flowed to the confluence point
(inverted Y) where it was mixed with the reagent stream.

he final stream then flowed to the stitched reactor (40 cm,
hich corresponds to 200 �L) where the reaction between
uinizarine and Li(I) ions took place. After color development,

he dispersed sample zone reached the measuring cell posi-

ioned in the optical path of the spectrophotometer (D) and the
bsorbance was continuously monitored at 590 nm, yielding a
ransient signal. The peak height was employed as quantitative
ariable.
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Fig. 1. (a) Initial FIA system mounted for the spectrophotometric determination
of Li in pharmaceutical formulations. R1 = reagent solution (1.5 mL min−1,
15% (v/v) acetone + 1.0 × 10−4 mol L−1 Quinizarine + 1% (w/v) Triton
X-100), R2 = NaOH solution (0.5 mL min−1, 0.010 mol L−1), C = carrier
solution (2.0 mL min−1, water), B1 = coil reactor (50 cm), B2 = coil reactor
(50 cm), S = sample (175 �L), P = peristaltic pump, V = six-port injection
valve, D = detector (spectrophotometer at 590 nm), W = waste. (b) Con-
figuration of the final FIA system obtained after optimization process.
R1 = reagent solution (2.0 mL min−1, 50% (v/v) DMSO + 2.0 × 10−4 mol L−1

Quinizarine + 2.0 × 10−2 mol L−1 NaOH), C = carrier solution (water,
1.5 mL min−1), B = stitched reactor (40 cm), S = sample (215 �L), P = peristaltic
p
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Fig. 2. Evaluation of the influence of the nature of the solvent on the spectro-
scopic behavior of Quinizarine and Quinizarine–Li complex. (a) DMSO and (b)
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ump, V = six-port injection valve, D = detector (spectrophotometer at 590 nm),
= waste.

.4. Sample preparation

Three commercial samples of pharmaceutical formulations
urchased in the local market were analyzed in this work.
ithium (found as Li2CO3) was extracted from samples by sim-
le leaching with HCl solution. For this task, around 100 mg of
owdered sample were accurately weighed in 25 mL glass flasks
nd then 15 mL of 0.10 mol L−1 HCl solution were added. The
lurry obtained was sonicated for 10 min in the center of an
ltrasonic bath and, after elapsed this time, it was centrifuged
or 20 min at 3500 rpm. Lithium was determined in the solution
fter suitable dilution with pure water employing the developed
IA system and flame emission spectrometry. The determination
f lithium in the samples followed two strategies: (i) evaluation
f each individual tablet (three tablets of each sample) and (ii)
valuation of a set of 10 tablets of each sample (four aliquots
er set). In both cases, the same procedure described above was
mployed.

. Results and discussion

This study was performed taking into consideration four
teps: (i) mounting and testing initial configuration of the flow

ystem; (ii) optimization of the chemical and flow variables
f the FIA system; (iii) evaluation of possible interferences
nd; (iv) evaluation of sample preparation before analysis and
alidation.

b
T
(
o

cetone. Experimental conditions: 5.0 × 10−4 mol L−1 Quinizarine (in Qz and
z–Li), 5.0 × 10−3 mol L−1 NaOH (in Qz and Qz–Li) and 10 mg L−1 Li (in
z–Li).

.1. Tests for the establishment of the initial configuration
f the FIA system

Before designing and mounting the flow system to be
mployed for Li(I) determination, a detailed study about the
olvent system suitable to carry out Li(I) Quinizarine reaction
as performed. For this purpose, the effect of nature (acetone
r DMSO) and concentration of the solvent were evaluated in
tatic (off-line) mode. The results obtained in this experiment are
hown in Figs. 2 and 3. As can be seen in Fig. 2, in a medium
ontaining 90% (v/v) concentration of solvent, similar sensitiv-
ty can be attained by the use of acetone or DMSO. It was also
erified that greater separation of the absorption spectrum of the
omplex (Qz–Li) in relation to reagent alone (Qz) was obtained
hen DMSO was employed. This could indicate that the use of
MSO is more suitable for spectrophotometric determination
f lithium by Quinizarine method due to lower interference of
eagent on the optimum wavelength for the measurement of the
omplex.

In terms of solvent concentration (Fig. 3), highest absorbance
alues were observed for increasing concentrations of solvent.
n this case, acetone showed to be more suitable for analytical
urposes since higher absorbance was verified when it was used.
his way, the initial manifold of the FIA system was mounted
mploying acetone as solvent for the reagent solution. Such
anifold is shown in Fig. 1a.
Employing acetone as solvent for the reagent solution an

ntense baseline oscillation was verified for the system, proba-

ly due to the formation of small bubbles in the reagent stream.
his phenomenon occurred because of volatilization of acetone

boiling point 56.5 ◦C at 1 atm) by the heat released by friction
f Tygon® tubes with metallic rollers of the peristaltic pump.
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Fig. 3. Evaluation of the influence of the solvent concentration (A = 90%
(
s
5

t
i
t
a
a
c
a
u
w
D
s
b
f
t
r
T
(
a
v

3

s
5
t
s
i
t
f
a

Fig. 4. Influence of DMSO concentration on analytical signal of Li in the flow
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than this value it produced analytical signals with poor precision
probably because of the increase of baseline noise due to low
intensity of the radiation that achieves the detector. This way, a
Quinizarine concentration of 2.0 × 10−4 mol L−1 was selected
v/v), B = 75% (v/v), C = 50% (v/v) and D = 25% (v/v)) on the difference
pectra. (a) DMSO and (b) acetone. Experimental conditions: in all cases,
.0 × 10−4 mol L−1 Quinizarine, 5.0 × 10−3 mol L−1 NaOH and 10 mg L−1 Li.

Another problem verified in the first manifold (Fig. 1b) was
he low solubility of the Quinizarine in the medium contain-
ng 15% (v/v) acetone and Triton X-100, added to increase
he solubility of Quinizarine in water. This situation could cre-
te constraints in the application of the methodology since the
mount of Li to be determined could be limited by the low con-
entration of reagent. So, the project of FIA system was changed,
ssuming the configuration shown in Fig. 1b. In this new config-
ration, NaOH was added to the reagent solution and the acetone
as replaced by DMSO as solvent due to the lowest volatility of
MSO (boiling point 189 ◦C at 1 atm). In these conditions, the

olubility of Quinizarine in the reagent solution was increased
y the presence of NaOH and the problem related to bubbles
ormation was eliminated by the use of DMSO. Also, in order
o promote a more efficient mixture between carrier/sample and
eagent streams, the coil reactor was replaced by a stitched one.
he final FIA system was then optimized in relation to chemical

DMSO, Quinizarine and NaOH concentrations and sample pH)
nd flow (sample volume, reactor length and carrier flow rate)
ariables using the univariate approach.

.2. Optimization of chemical variables

The influence of the DMSO concentration on the absorbance
ignals produced by the analyte was studied in the range of
–50% (v/v). As in the initial experiments, the concentra-
ion of solvent presented remarkable influence on analytical
ignals (Fig. 4) obtained with the FIA system. Such signals

ncreased with the increase of DMSO concentration. Concen-
rations higher than 50% (v/v) were not tested in order to avoid
ast damage of Tygon® tubes of the peristaltic pump and to
void excessive increase of the viscosity of the reagent solution,

F
fl
C
(

ystem. R1 (2.0 mL min−1) = 1.0 × 10−4 mol L−1 Quinizarine + 0.010 mol L−1

aOH, C = carrier (water, 2.1 mL min−1), B = 50 cm, S = 175 �L and
i = 25 mg L−1 (at natural pH).

hich could result in a poor mixture of this solution with carrier
tream in the confluence point. This way, a DMSO concentra-
ion of 50% (v/v) was chosen for the system. It is important to
emark that even with this high concentration of DMSO, mini-
um baseline noise was observed proving that efficient mixture

etween reagent and carrier streams was attained.
Quinizarine concentration was studied between 5.0 × 10−5

nd 2.5 × 10−4 mol L−1 and highest sensitivity was veri-
ed for Quinizarine concentrations equal or higher than
.0 × 10−4 mol L−1 (Fig. 5). However, when the FIA system was
perated with Quinizarine solutions with concentration higher
ig. 5. Influence of Quinizarine concentration on analytical signal of Li in the
ow system. R1 (2.0 mL min−1) = 50% (v/v) DMSO + 0.010 mol L−1 NaOH,
= carrier (water, 2.1 mL min−1), B = 50 cm, S = 175 �L and Li = 25 mg L−1

at natural pH).
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Fig. 6. Influence of sample pH on analytical signal of Li in the flow
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or the method due to the lower ratio signal/noise observed at
his concentration.

The function of NaOH in the reagent solution, together
ith sample pH, was to provide a medium sufficiently alka-

ine to allow the reaction between Quinizarine and Li(I) ions.
his way, its effect on analytical signal was investigated in the

ange of 1.0 × 10−2 to 3.0 × 10−2 mol L−1, always maintaining
tandard Li solution with this original pH (around 7.0). The
agnitude of analytical signal only varied around 4% along

he range investigated, evidencing that this parameter has not
oticeable influence on method. Then, the NaOH concentration
f 2.0 × 10−2 mol L−1, located in the middle of the range evalu-
ted, was chosen for all further experiments. In this same sense,
he influence of sample pH was evaluated. Lithium standard
olutions with pH between 2.0 and 12 (adjusted with NaOH
nd/or HCl diluted solutions) were injected into the system.
onstant signals were observed in the range 4.0–12. However,

or sample pH lower than 3.0 an abrupt decrease of the signal
as verified, probably due to the decrease of pH of the reac-

ion medium formed from mixture of reagent and carrier/sample
treams. In this condition of low sample pH, the consumption of
aOH present in the reagent solution was enhanced, causing a
ecrease in the final pH of the medium, which was not suitable
o promote Quinizarine-Li(I) reaction.

.3. Optimization of flow variables

In flow systems, the sample volume injected controls the
mount of analyte inserted for reaction. In a general way,
hen sample volume is increased the analytical signal is also

ncreased. This behavior occurs up to a limit, that is achieved
hen the central region of the analytical zone no longer suffer

dditional dispersion. In the present case, sample loops with vol-
mes varying from 115 to 315 �L were tested. The absorbance
ignal increased up to 215 �L and after this value, no remark-
ble gain in sensitivity was observed. Additionally, for volumes
igher than this, the time spent to complete the transient signal
as high, which decreased the sampling frequency of the sys-

em. This way, a sample volume of 215 �L was chosen for the
ystem.

The length of the reactor controls the reaction time between
eagent and sample (analyte) inside the FIA system and also the
ixture between such streams. For longest reactors, the contact

ime between Qunizarine and Li(I) ions is enhanced, allowing
hat reaction could achieve its equilibrium before sample zone
assing through flow cell thus providing highest sensitivity for
he methodology. Also, in this situation, the mixture of carrier
sample) and reagent streams is improved, which minimizes the
aseline noise. On the other hand, excessive increase of this vari-
ble can cause decrease of analytical signal due to the increase
f sample plug dispersion. In the present case, stitched reactors
ith lengths ranging from 10 to 70 cm (50–350 �L) were eval-
ated and no noticeable variation in the signal was recorded.

his fact proves that reaction between Quinizarine and Li(I) is

ast enough to be applied in a flow system. In order to maintain
compromise between higher sampling frequency and better
ixture, a stitched reactor with 40 cm was chosen.

w

c
i

ystem. R1 (2.0 mL min−1) = 50% (v/v) DMSO + 2.0 × 10−4 mol L−1

uinizarine + 0.020 mol L−1 NaOH, C = carrier (water, 2.0 mL min−1),
= 50 cm, S = 215 �L and Li = 25 mg L−1 (at natural pH).

As the same way of reactor length, the carrier flow rate
ontrols the reaction time. Also, this parameter influences the
ilution of sample plug inside the system, affecting the mag-
itude of analytical signal. In order to evaluate the effect of
arrier flow rate on sensitivity, it was tested between 1.2 and
.8 mL min−1. As can be seen in Fig. 6, highest absorbance sig-
als were recorded for lowest carrier flow rates. This behavior
an be credited to the lower dilution imposed to sample zone
hen carrier flow rate decreases. It is also important to remark

hat for 1.20 mL min−1 carrier flow rate an intense variation of
he baseline was recorded, causing a poor precision for the mea-
urements performed in this condition. This can be attributed to
he high absorbance of the baseline due to the high concentra-
ion of the Quinizarine in the final stream. In this situation the
etector of the spectrophotometer received low intensity radi-
tion, enhancing the electronic noise. Also, a carrier flow rate
f 0.70 mL min−1 was tested but it was not possible to adjust a
table baseline for the system at this condition. In this context,
carrier flow rate of 1.5 mL min−1 was established for the sys-

em due to better signal to noise ratio observed in this condition
Fig. 6).

.4. Interference study

In this study, possible interfering species usually present in
harmaceutical formulations as inert concomitants were tested.
uch substances were classified in three groups: (i) cations,
ii) anions and (iii) surfactants. Na(I), K(I), Mg(II), Ca(II)
nd Ti(IV) were tested in the first group, while carbonate and
hloride were evaluated in the second group. Only sodium dode-
ylsulfate was investigated as surfactant since it was found in all
hree commercial pharmaceutical formulations under study as

etting agent.
In the group of cations, Na(I) and K(I) were tolerated up to

oncentrations of 500 and 400 mg L−1, respectively, taking as
nterference a variation of signal higher than 5% in relation to a
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ignal produced by a standard solution of 25 mg L−1 Li. These
alues do not take into account the amount of Na(I) already
resent in the system due to the NaOH in the reagent solution.

In relation to divalent cations, both Mg(II) and Ca(II) were
olerated up to concentration much lower than Na(I) and K(I).
a(II) did not cause any interference on 25 mg L−1 Li when

ound at 2.5 mg L−1. It is important to remark that in all these
ases (Na, K and Ca) a negative interference was observed,
robably due to the consumption of Quinizarine reagent. The
ehavior of signal in presence of Mg(II) was totally different.

little increase of the signal was verified with the increase of
g(II) concentration up to 1 mg L−1, probably due to the for-
ation of small amounts of a Quinizarine–Mg complex that

bsorbs in the wavelength chosen for measurements. However,
hen the concentration of Mg(II) was increased to levels higher

han 1 mg L−1 there was an abrupt decrease of the absorbance
ignal down to negative values. This probably occurred due to
he formation of great amounts of Quinizarine–Mg complex that
resents poor solubility in the reaction medium, which con-
umed practically all Quinizarine supplied by reagent solution
35]. This hypothesis was confirmed visually since the deep blue
z–Mg precipitate formed was retained in the stitched reactor.

n the case of Ti(IV), employed as TiO2 in the formulations,
o interference was verified when found in concentrations up
o 1 mg L−1. For concentrations higher than this value, a soft
ecrease of signal was observed. None of the cationic species
elected as possible interfering specie seems to present any prob-
em for Li determination by the developed procedure, especially
ecause the most important of them (Ca, Mg and Ti) are found
s practically insoluble compounds in the formulations (magne-
ium and calcium estearates, talc and titanium dioxide), being
ot available in solution after sample treatment.

The evaluation of carbonate interference was tested in the
ange 5–500 mg L−1. This anion was chosen because Li is
ound in the formulations as Li2CO3. No variation of signal
as verified for carbonate concentrations up to 100 mg L−1,
hich are much higher than that found in final solutions result-

ng from sample treatment. In turn, chloride did not interfere
n any of the concentrations tested (up to 5000 mg L−1), turn-
ng possible the use of HCl for sample acid treatment before
njection into the system. Sodium dodecylsulfate was toler-
ted in concentrations as high as 700 mg L−1, being observed
decrease of Li signal (25 mg L−1) of 9% for 800 mg L−1

DS. How these high concentrations of SDS are not usually
ound in the commercial formulations, this component was
ot considered an important interference for the developed
ethod.

.5. Evaluation of sample preparation conditions

Once Li is found in the samples as Li2CO3, an acid treatment
ith HCl solution was selected as alternative for Li leaching
rom solid matrix by simple dissolution of the respective car-
onate. For this purpose, around 100 mg of the three samples
ere dispersed in 15 mL of HCl solutions with different con-

entrations and sonicated for 10 min in order to evaluate the

t
t
e
�

n the samples. Recovery calculated against data obtained by flame emission
pectrometry.

fficiency of such solutions to extract Li from samples and the
uitability of the final medium for the spectrophotometric detec-
ion of Li using the developed FIA system. The results obtained
n this experiment are presented in Fig. 7. As can be seen, quan-
itative recoveries (in relation to flame emission spectrometry)
ere obtained when HCl solutions with 0.05 and 0.10 mol L−1

ere employed. Higher recoveries (around 106 ± 1%) were ver-
fied when a 0.20 mol L−1 HCl solution was utilized. This result
an be related to an excessive leaching of Mg in the conditions of
igh acidity, since all of three samples had high amounts of mag-
esium estearate as lubricant. How this interfering specie causes
positive interference on Li signal, this could explain the verifi-
ation of recoveries higher than 100%. On the other hand, when
0.5 mol L−1 HCl solution was used, the recoveries (around

8.2 ± 3.1%) were lower than 100%, denoting that a negative
nterference occurred. In this case, the unsuitable result can be
ttributed to the low pH verified in the final solution injected
nto the system, which was lower than 3.0, a pH range where Li
ignal decreases.

. Method evaluation

.1. Analytical characteristics

Under optimized conditions, the proposed method was able
o produce analytical fits with good linearity in the range
–40 mg L−1 Li with a typical equation A = (0.0029 ± 0.0002)
Li (mg L−1)] + (0.001 ± 0.004) and a correlation coefficient of
.9991. Detection limit (3σ criterion) and quantification limit
10σ criterion) derived from 10 measurements of blank solu-
ion were 0.54 and 1.8 mg L−1, respectively. Although these
imits can be considered relatively high when compared with

hose reported in the literature for flame emission spectrome-
ry [12,13], ETAAS [17], ICP OES [20,21], fluorimetry [24] or
ven potentiometry with ion-selective electrodes [25], all in the
g L−1 range, they were sufficiently low to allow the analy-
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Table 1
Results obtained in the determination of lithium carbonate in individual tablets

Sample FIA (mg Li2CO3/pill) Flame emission (mg Li2CO3/pill) Declared values (mg Li2CO3/pill)

C1 308 ± 16 (5.2%) 310 ± 15 (4.8%) 300
C 11 (3
C 11 (2
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2 300 ± 12 (4.0%) 300 ±
3 478 ± 14 (2.9%) 479 ±
esults are expressed as mean ± standard deviation (n = 3). Coefficient of varia

is of pharmaceutical formulations containing Li (as Li2CO3).
RSD of 3.6% at 5 mg L−1 was also derived from 10 mea-

urements of the solution. A sampling frequency of 60 h−1 was
alculated, taking into consideration a time passed between two
onsecutive injections.

The amount and nature of the waste generated by FIA system
as critically evaluated. In the present case, around 210 mL of

ffluent were wasted per hour of operation of the system. This
ffluent contained 60 mL of DMSO, 96 mg of NaOH and 5.8 mg
f Quinizarin, and is related to 60 determinations of Li. Taking
his same number of determinations into account for the manual
rocedure reported by Gámiz-Gracia et al. [33] it is possible to
alculate that 129 mL of DMSO are wasted as well as 14.4 mg of
uinizarine, 3 mg of NaOH and 15.9 mg of Na2CO3. As can be
oted, the developed flow system results in a less toxic effluent
or the same number of determinations, since the amounts of
MSO and Quinizarine are much lower than those observed for

he manual procedure.

.2. Application

Three commercial samples of pharmaceutical formulations
ontaining lithium were analyzed by the developed methodology
n order to prove its applicability. Results were compared with
hose obtained by flame emission spectrometry. Two approaches
ere utilized in the determination of Li in the samples: (i) analy-

is of individual tablets and (ii) analysis of a set of 10 tablets. As
an be seen in Tables 1 and 2, in both cases, the results obtained
y the FIA system agreed statistically with those obtained by
ame emission spectrometry when applying a paired t-test at
5% confidence level.

In the first case (Table 1), the experimental value of t was 1.73
nd the critical value of t is 4.30. In the second case (Table 2), the
xperimental value of t was 0.87, while the critical value of t is

.18. This way, in both cases the null hypothesis is maintained.

Also, applying a correlation test, the following equations
ere obtained—for the first case: FIA = (1.0004 ± 0.0099)
ES + (0.857 ± 3.689), r = 0.9999 and for the second case:

able 2
esults obtained in the determination of lithium carbonate in the set of 10 tablets

ample FIA (mg/g Li2CO3) Flame emission
(mg/g Li2CO3)

Difference (%)

1 772 ± 39 (5.0%) 771 ± 33 (4.3%) 0.13

2 754 ± 40 (5.3%) 756 ± 42 (5.6%) −0.23

3 714 ± 19 (2.7%) 715 ± 26 (3.6%) −0.14

esults are expressed as mean ± standard deviation (n = 4). Coefficient of vari-
tion is between parentheses.

l

A

d
s

R

.7%) 300

.3%) 450

between parentheses.

IA = (0.975 ± 0.045) FES + (1.90 ± 3.38), r = 0.9989, where
IA is the result obtained by the developed procedure and FES

s the result obtained by standard method of flame emission
pectrometry.

The results also show that no significant differences in the
ontents of Li2CO3 in the different tablets of same samples were
bserved. This conclusion is supported on the low coefficients
f variation (2.3–5.2%) obtained for the content of the active
rinciple in the individual tablets of each sample (Table 1).

The contents of Li2CO3 in the samples C1 and C3 were
.7% and 6.2%, respectively, higher than those declared by the
anufacturer. However, such values still are in conformity with
razilian Pharmacopeia, which recommends that the content of
ctive principle be between 85 and 115% of the declared value
36].

. Conclusions

The proposed methodology developed here proved to be
uccessful for the determination of Li in pharmaceutical for-
ulations employed in the tretament of bipolar disorder. The

ystem presented adequate sensitivity and selectivity, allowing
he determination of Li at levels under those found in the sam-
les. Comparison between the developed FIA system and flame
mission spectrometry revealed that the proposed methodol-
gy does not provide results statistically different from those
btained by this reference technique.

One of the main advantages of the developed methodology is
he minimum sample treatment required (10 min sonication of a
lurry containing 100 mg of sample plus 15 mL of 0.1 mol L−1

Cl solution) before injection into the system, which improves
he whole analytical throughput. Besides the high sampling
requency of the FIA system (60 samples h−1) makes the
rocedure very suitable for routine analysis in quality control
aboratories.
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bstract

A LC–MS/MS method was developed for the separation and simultaneous determination of phenolic components including danshensu, proto-
atechuic acid, protocatechuic aldehyde and caffeic acid as well as tanshinones including cryptotanshinone, tanshinone I and tanshinone IIA in
amples of Radix Salviae Miltiorrhizae and Salviae Miltiorrhizae tablet. Triple quadrupole mass spectrometry was optimized in both positive and

egative ion multiple reaction monitoring modes for the simultaneous quantitative analysis of the two different types of active components by using
time-segment program. The method gave recoveries of 85.4–106.4% with relative standard deviations of 2.4–8.0% for the spiked herb samples.
he limits of detection were 0.30–0.83 �g/g for the analysis of 1.0 g Radix Salviae Miltiorrhizae or tablet samples.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Radix Salviae Miltiorrhizae Bunge (Danshen in Chinese) is
ne of the most popular herbs used in many traditional Chi-
ese medicines that have been commonly applied for promoting
lood circulation to remove blood stasis, relieving vexation,
ourishing the blood and cooling the blood to relive carbun-
les [1–4]. Major ingredients of Danshen can be classified into
ater-soluble components that include danshensu, protocate-

huic acid, protocatechuic aldehyde and caffeic acid, as well
s lipid-soluble components including cryptotanshinone, tan-
hinone I and tanshinone IIA (Fig. 1).

Analysis of the active components of Danshen has become
ore and more important due to its increasing popularity and

ts intensive applications in medicinal chemistry and the phar-

aceutical industry. Several reversed-phase HPLC and TLC
ethods have been developed for determining some of the active

omponents of Danshen. An isocratic reversed-phase HPLC

∗ Corresponding author. Tel.: +852 34117070; fax: +852 34117348.
E-mail address: zwcai@hkbu.edu.hk (Z. Cai).
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MS/MS

ethod was described to measure lithospermic acid B and ros-
arinic acid in the dried tissues of the calluses, regenerated

lantlets, or cultivated plants of Danshen Bunge [5]. Gradient
eversed-phase HPLC methods have also been used for ana-
yzing lithospermates and rosmarinates in an aqueous extract of
ordia spinescens [6] and rosmarinic acid, lithospermic acid and

ithospermic acid B in root hair cultures of Ocimum basilicum
7]. A TLC-based method was reported for the determination
f rosmarinic acid and caffeic acid in five Salvia species [8]. A
ethod combining TLC and FAB-MS techniques was applied

or identifying lithospermic acid B in the aqueous extract of
anshen Bunge [9] as well as rosmarinic acid and caffeic acid

n Sanicula europaea L. [10]. Isocratic reversed-phase HPLC
ethods were also reported for the determination of cryptotan-

hinone, tanshinone I and tanshinone IIA in Danshen Bunge
11,12]. Recently, several studies focusing on the simultaneous
etermination of cryptotanshinone, tanshinone I and tanshi-
one IIA, as well as the water-soluble components, by using

PLC–UV and HPLC–MS were reported [13,14]. However,

he methods either lacked specificity or had unbalanced sen-
itivity for the targeted components because the water-soluble
nd lipid-soluble components are significantly chemically dif-
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ig. 1. Chemical structures of danshensu, protocatechuic acid, protocatechuic
tandard nicotinic acid.

erent. Furthermore, most of reported methods had too high
etection limits for phenolic compounds that exist in Danshen at
uch lower levels compared to other water-soluble acids. When

lectrospray LC–MS was used, positive ion mode provided
ood sensitivity for the tanshinones while negative ion mode
uited better for the phenolic components. In this study, a time-
egment program in multiple-reaction-monitoring mode was
eveloped for the simultaneous LC–MS/MS analysis of Dan-
hen and medicinal products. MS parameters under the positive
nd negative electrospray ionization conditions were optimized
or achieving good sensitivity for both phenolic compounds and
anshinones in one single analytical run.

. Experimental

.1. Chemicals and materials

All chemicals used were of analytical grade unless speci-
ed. Formic acid, ammonium formate, HPLC-grade acetonitrile
nd methanol were purchased from BDH Laboratory Supplies
Poole, England). Deionized water was cleaned with a Milli-Q
ater purification system (Millipore, France) prior to the use

s HPLC mobile phase. Nicotinic acid was purchased from
igma (USA) and used as the internal standard. Danshensu
3-(3,4-dihydroxyphenyl) lactic acid), protocatechuic acid, pro-
ocatechuic aldehyde, caffeic acid, cryptotanshinone, tanshinone
and tanshinone IIA were purchased from the National Insti-

ute for the Control of Pharmaceutical and Biological Products
Beijing, China). All of the Danshen standards were stored
n the dark. Danshen originated from Sichuan, China was
btained from the Chinese Medicine Clinics, School of Chinese
edicine, Hong Kong Baptist University. The Danshen tablet
as purchased from a local Chinese herb store.

.2. Sample preparation

Individual stock standard solutions were prepared by dis-

olving each standard of the Danshen components in 10 ml of
ethanol at a concentration of 1.00 mg/ml for nicotinic acid

internal standard); 0.60 mg/ml for danshensu; 2.35 mg/ml for
rotocatechuic acid; 1.11 mg/ml for protocatechuic aldehyde;

t
a
e
m

yde, caffeic acid, cryptotanshinone, tanshinone I, tanshinone IIA and internal

.08 mg/ml for caffeic acid; 1.00 mg/ml for cryptotanshinone;

.19 mg/ml for tanshinone I; and 0.25 mg/ml for tanshinone
IA. A standard mixture was prepared by diluting the individual
tock standard solutions in 50% ACN and 50% 10 mM ammo-
ium formate with 0.5% formic acid to give the concentrations
f the phenolic components at 100 ng/�l and the tanshinones
t 50 ng/�l. Seven calibration standard mixtures were prepared
y diluting 25 �l, 50 �l, 250 �l, 500 �l, 1000 �l, 2000 �l and
000 �l of the standard mixture in 5 ml of the ammonium buffer
olution.

Twenty Danshen tablets were powdered and homogenized.
ix powdered tablet samples (1.0 g each) were accurately
eighed. The sample was extracted with 50 ml of methanol
y using an ultrasonic bath for 1 h after the internal standard
ddition. The extract was centrifuged at 10,000 rpm for 15 min.
he supernatant was evaporated and dried by nitrogen blow-
own. The dried residue was dissolved in 1 ml of the formate
uffer. Finally, the extract was filtered with a 0.45-�m filter
nd 10 �l was analyzed by using LC–MS/MS for the Danshen
omponents.

Three Danshen samples were pounded and homogenized
y using a cyclone mill fitted with 0.45-mm seize screen
Waring Commercial, USA). The powdered samples were
reeze-dried in a freeze-dryer (Heto-holten, Denmark). Three
ortions (1.0 g each) of the homogenized herb powder were
ccurately weighted. After the internal standard addition, the
ample was prepared with the method described for the Dan-
hen tablets and then analyzed by LC–MS/MS for the Danshen
omponents.

. Validation study

The linear dynamic range, limit of detection (LOD), recovery
nd precision were evaluated for the method developed. Due
o lack of blank matrix, the linearity of calibration curve was
ested with standard analysis. However, spiked matrix samples
ere analyzed for investigating the matrix suppression during
he LC–MS/MS analysis. LOD for each analyte were measured
t the signal-to-noise ration of 3:1. Recovery and precision were
xamined by using the spiked samples with the tablet and herb
atrix. The Danshen tablet and herb samples were added with
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he known amounts of nicotinic acid, danshensu, protocatechuic
cid, protocatechuic aldehyde, caffeic acid, cryptotanshinone,
anshinone I and tanshinone IIA (standard addition analysis)
nd reanalyzed. The percentage recovery and precision of the
amples were calculated.

A portion of 1.0 g of the Danshen tablet and herb matrix
as each spiked with 100.0 �g/g nicotinic acid, 100.0 �g/g
anshensu, 750.0 �g/g protocatechuic acid, 330.0 �g/g pro-
ocatechuic aldehyde, 970.0 �g/g caffeic acid, 630.0 �g/g
ryptotanshinone, 320.0 �g/g tanshinone I and 880.0 �g/g tan-
hinone IIA. Six replicated samples were extracted and analyzed
ith the same procedures for obtaining recovery and precision
ata. Because the matrices contained the targeted analytes, the
ecovery was therefore calculated upon the subtraction of the
veraged levels of each analyte. The spiked samples were also
valuated for intra- and inter-day stability. After the initial anal-
sis, the sample extracts were kept in the HPLC autosampler for
4 h and. Reinjection was then performed for the LC–MS/MS
uantitative analysis.

.1. LC–MS/MS analysis

A Hewlett-Packard 1050 HPLC was used for the HPLC anal-
sis. An Alltima C18 column (250 mm × 2.1 mm i.d., 5 �m)
ith a guard column of the same packing material was used

or the separation. Gradient elution of A (10 mM ammonium
ormate and 0.5% formic acid) and B (acetonitrile) started with
0% B for 20 min, increased to 70% within 1 min and then hold
or 34 min. The flow rate was 0.2 ml/min. The sample injection
mount was 10 �l. Under the HPLC conditions, the phenolic
ompounds and the tanshinones were well separated into two
roups.

The MS experiments were conducted on a Perkin-Elmer PE-
ciex API 365 triple quadrupole mass spectrometer equipped
ith a Turbo-ionspray interface. The MS and MS/MS parame-

ers were optimized with representative reference compounds by
irect infusion. Negative ion mode was used to monitor pheno-
ic compounds for the first 25 min. Positive ion mode was used
or analyzing tanshinones from 25 min to 55 min. During the
C–MS/MS analysis, a time-segment program was developed to
witch the ionization mode from negative to positive at the reten-

ion time of 25 min. Both positive and negative ion modes were
erformed with multiple-reaction-monitoring (MRM) for the
uantitative analysis. The MS and MS/MS spectra of the inter-
al standard and the seven Danshen components were acquired

t
t
w
g

able 1
ypical MS/MS conditions of the Danshen components and the internal standard

omponent Ionspray voltage (V) Orifice vo

anshensu −4200 −26
rotocatechuic acid −4200 −21
rotocatechuic aldehyde −4200 −31
affeic acid −4200 −16
icotinic acid −4200 −21
ryptotanshinone 4800 56
anshinone I 4800 56
anshinone IIA 4800 51
3 (2007) 656–661

y direct infusion of each standard in methanol with the con-
entration of 5 �g/ml at the flow rate of 5 �l/min. The MRM
uantitative ions were then selected from the MS/MS results.

Nicotinic acid (MW = 123), danshensu (MW = 198),
rotocatechuic acid (MW = 154), protocatechuic aldehyde
MW = 138) and caffeic acid (MW = 180) were detected in
he negative. Cryptotanshinone (MW = 296), tanshinone I
MW = 276), tanshinone IIA (MW = 294) were detected in the
ositive. Typical MS conditions of each component in Danshen
nd the internal standard were showed in Table 1.

. Results and discussion

.1. LC–MS/MS with time-segment program

Negative electrospray ionization (ESI) was found to provide
etter sensitivity for the phenolic components of Danshen than
he positive ion mode. On the other hand, positive ESI pro-
ided better sensitivity for the tanshinones. Thus, conventional
C–MS method using one ionization mode may not provide
nique good sensitivity for both of the water-soluble and lipid-
oluble components. In order to achieve low detection limits
equired for supporting pharmaceutical studies of Danshen and
ts related medicines, double injection was previously needed
or the LC–MS analysis with respective positive and negation
onization mode. This analytical procedure with two injections
as time- and resource consuming. Thus, we have investigated

he feasibility of developing a time-segment program applying
he different ionization mode of ESI in one single LC–MS run
15,16].

HPLC conditions were optimized in order to separate the
wo groups of compounds. Under the current HPLC condi-
ions, retention times of the targeted Danshen components were
btained from multiple injections of inter- and intra-day during
he entire method development and sample analysis time period.
anshensu, protocatechuic acid, protocatechuic aldehyde and

affeic acid, cryptotanshinone, tanshinone I and tanshinone
IA had retention time at 5.1 min, 8.8 min, 13.2 min, 17.6 min,
6.3 min, 38.8 min and 45.5 min, respectively. The data indi-
ated that the phenolic acids and tashinone components from
anshen were well separated, allowing the application of the
ime-segment program for the simultaneous analysis. Because
he phenolic compounds were eluted first, negative ion mode
as applied for the 1st time-segment running to the chromato-
raphic retention time at 25 min. The ionization mode was then

ltage (V) Collision voltage (eV) MS/MS transition

−13 197 > 179
−17 153 > 109
−25 137 > 108
−19 179 > 135
−15 122 > 78

29 297 > 251
25 277 > 249
25 295 > 277
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Fig. 2. TIC chromatograms obtained from the MRM analysis of the spiked matrix sample of Danshen herb (left) and the Danshen tablet sample (right). The spiked
levels of the components were described in Section 2. Nicotine acid (NA, the internal standard), danshensu (LA), protocatechuic acid (PA), protocatechuic aldehyde
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ADH), caffeic acid (CA) were analyzed with negative electrospray ionization
etermined with positive ionization mode.

witched to positive ionization mode for the analysis of tanshi-
ones. MRM quantitative ions were selected for each of the time
egments. The selection of the quantitative ions was based on
he criteria of the highest peak intensity and lowest cross-talk or
nterference.

.2. Identification of the Danshen components in Danshen
erbs and tablet

The applicability of the developed LC–MS/MS method with
ime-segment program was examined with the analysis of the
alviae miltorrhiza herb and tablet samples. By using the
PLC conditions developed in the reversed-phase LC–MS/MS
ethod, both the phenolic compounds and the tanshinones were
uccessfully separated and identified simultaneously (Fig. 2).
he retention times of the Danshen components are listed in
able 2. The Danshen components in the herb and tablet samples
ere identified by matching their retention times and confirmed

M
m
D
w

able 2
ethod validation data of the Danshen active components from the analysis of matri

omponent Retention time (min) LOD (�g/g) H

R

anshensu 5.1 0.30 1
rotocatechuic acid 8.8 0.56 1
rotocatechuic aldehyde 13.2 0.68
affeic acid 17.6 0.44 1
ryptotanshinone 36.6 0.61
anshinone I 38.8 0.52 1
anshinone IIA 45.5 0.83

a n = 6.
le cryptotanshinone (CY), tanshinone I (T1) and tanshinone IIA (T2A) were

y interpreting and comparing the MS/MS spectra with those of
he corresponding standards. Fig. 3 shows the MS/MS spectra
f caffeic acid and cryptotanshinone obtained from the anal-
sis of the tablet sample. The LC–MS analysis of caffeic acid
MW = 180.2) produced a negative ion of m/z 179.1, correspond-
ng to the [M − H]− precursor ion. Subsequent product ion scan
f this precursor ion produced a fragmentation pattern domi-
ated by an ion at m/z 135.0. The identification of caffeic acid
n the tablet sample was done with the detection of the MS/MS
on at the retention time at 17.6 min (Table 2). Similarly, cryp-
otanshinone (MW = 296.4) was identified in the tablet sample
t 36.3 min. However, a positive ion of m/z 297.3 correspond-
ng to the [M + H]+ precursor ion was detected in the LC–MS
nalysis because positive ion mode was applied (Fig. 3). The

S/MS analysis of cryptotanshinone produced dominate frag-
ent ions at m/z 279.0 and m/z 251.0. Other components in the
anshen herb and tablet samples were identified in a similar
ay.

x spiked samples

erb Tablet

ecovery (%) R.S.D.a (%) Recovery (%) R.S.D.a (%)

06.4 5.2 94.2 4.7
01.4 2.4 98.1 3.0
97.2 7.7 90.1 5.8
03.2 8.0 101.6 6.5
85.4 3.4 89.2 4.8
04.9 3.2 92.6 3.0
91.1 2.4 94.1 2.1
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Table 3
Results of the simultaneous determination of the Danshen active components in
Danshen herb and tablet samples

Component CHerb (mg/ga) CTablet (mg/g)a

Danshensu 0.10 0.089
Protocatechuic acid 0.020 0.008
Protocatechuic aldehyde 0.014 NDb

Caffeic acid 0.080 0.036
Cryptotanshinone 0.37 0.11
Tanshinone I 0.081 0.060
Tanshinone IIA 1.20 1.02
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ig. 3. MS/MS spectra obtained from the analysis Danshen tablet sample for
affeic acid (A) and cryptotanshinone (C), compared with the standard spectra
f caffeic acid (B) and cryptotanshinone (D).

.3. Quantitative analysis of the Danshen components in
anshen herbs and tablet

Internal standard method was used for the sample analysis.
alibration curves of the seven Danshen standards were con-

tructed using the raw data from the LC–MS/MS experiments.
inear calibration curves with the correlation coefficients rang-

ng from 0.9960 to 0.9992 were obtained from 0.5 ng/�l to
00 ng/�l and from 0.25 ng/�l to 50 ng/�l for phenolic com-
onents and tanshinones, respectively. Although the calibration
urves were obtained with the standard analysis due to the lack
f matrix blank, the potential signal suppression was tested with

he analysis of matrix spiked samples. The obtained results indi-
ated matrix interference was minimal due the application of
S/MS modes with high specificity. In particular, no detectable

ross-interference was found around the retention time of each

5

a

a Data were averaged from the analyses of three homogenized samples.
b ND: not detected.

anshen component. The calibration standards were repeatedly
nalyzed during the entire 8-month study period for testing the
tability of the Danshen components and the reproducibility of
he LC–MS/MS analysis. Variation of less than 5% in relative
tandard deviation was obtained, indicating the good stability of
anshen components under the conditions for standard solutions

s well as the excellent analytical reproducibility.
The detection limits defined as signal-to-noise ratio of 3

anged from 0.03 ng/�l to 0.12 ng/�l when the injection vol-
me of standard solutions was 10 �l, which corresponded to the
ethod detection limits 0.30 �g/g to 0.83 �g/g when 1.0 g of

he Danshen herb or tablet sample was analyzed. The recov-
ries of the seven Danshen compounds were determined from
he analysis of the spiked samples. Table 2 listed the recovery
ata that ranged between 85.4% and 106.4% and the relative
tandard deviations of 2.4% and 8.0% (n = 6) for the Danshen
erb matrix. Better recovery and precision data were received
or the spiked Danshen tablet samples. The inter-day stability
est conducted by re-injecting the extracts of the spiked samples
ext day showed no notable variations (less than 2%) for both
ecovery and precisions data.

The applicability of the developed method was further eval-
ated through the analysis of real Danshen samples, although
nly selected and limited Danshen herbs and tablet samples
ere analyzed. The internal calibration curves were applied

or the determination of the targeted components. While this
tudy mainly focuses on the LC–MS/MS method development
or the simultaneous determination of the two different types
f Danshen components by using a time-segment program for
witching ESI polarity, levels of the seven Danshen components
ere measured at sub- to low mg/g. The obtained data indicated

hat the level profiles of the herb and tablet were significantly
ifferent (Table 3). Considering the statement claimed by the
anufacturer that the tablet was made of Danshen herb, the dif-

erent component profiles might be attributed from the possible
egradation of some active components during the medicinal
anufacturing treatment. Various sources of Danshen products
ay also give different levels of active components.
. Conclusion

The developed method with a time-segment enabled the
pplication of positive and negative ESI-MS for the analysis of
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bstract

Studies of interactions between drugs and DNA are very interesting and significant not only in understanding the mechanism of interaction,
ut also for guiding the design of new drugs. However, until recently, mechanisms of interactions between drug molecules and DNA were still
elatively little known. It is necessary to introduce more simple methods to investigate the mechanism of interaction. In this study, the interactions of
aunorubicin (DNR) or berberine (BER) with DNA and the competitive interactions of DNR and BER with DNA have been studied by alternating
enalty trilinear decomposition algorithm (APTLD) combined with excitation–emission matrix fluorescence data. The excitation and emission
pectra as well as the relative concentrations of co-existing species in different reaction and equilibrium mixtures can be directly and conveniently

btained by the APTLD treatment. The results obtained are valuable for providing a deeper insight into the interaction mechanism of DNR and
ER with DNA. It is proved that the fluorescence spectrum of complex DNR–DNA is different from that of DNR. Furthermore, the present method
rovides a new way to search for a new non-toxic, highly efficient fluorescent probe. For controversial interaction mechanism of the drugs and
NA, it can provide a helpful verification.
2007 Published by Elsevier B.V.
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. Introduction

Chemotherapy is an important part of the program for cancer
reatment. A lot of compounds have been developed as poten-
ial candidates for anticancer drugs, but only a handful of them
ave become effective clinical drugs [1,2]. The development
f new drugs requires that the underlying mechanism of the
rug action at the cellular and molecular levels be better under-
tood. The study on the interaction of small molecules with DNA
s of great importance in many areas [1–11]. Many anticancer
rugs are known to interact with deoxyribonucleic acid (DNA)

o exert their biological activities. Generally, DNA-acting anti-
ancer drugs can be classified into three categories. Drugs of
he first category form covalent linkages with DNA. Drugs of

∗ Corresponding author. Fax: +86 731 8821818.
E-mail address: hlwu@hnu.cn (H.-L. Wu).
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039-9140/$ – see front matter © 2007 Published by Elsevier B.V.
oi:10.1016/j.talanta.2007.04.020
he second category form noncovalent complexes with DNA
y either intercalation or groove-binding. Drugs of the final
ategory cause DNA backbone cleavages [2].

Daunorubicin (DNR) is an anthracycline antibiotic with
ntiblastic and anticancer activity, which is linked by the for-
ation of intercalative complexes with DNA and the inhibition

f both DNA and RNA synthesis [9–11]. Berberine, an alka-
oid, is the active component of Coptis chinensis, which is a
raditional Chinese medicine. It is initially used as an antibiotic
nd has a wide range of pharmacological activities, including
ntisecretory, anti-inflammatory, antimicrobial, antimalarial as
ell as anticancer properties and cardiovascular actions [12–18].
espite its slightly buckled structure due to the partial saturation
f the central ring, berberine has been previously character-

zed as a DNA intercalating agent and as a cationic ligand,
lectrostatic forces play an important role in its interaction
ith DNA [19–25]. However, the intercalation mechanism ini-

ially proposed [26] contradicted a minor groove orientation
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echanism recently proposed on the basis of NMR analyses
27].

It is very interesting and significant that interactions between
rugs and DNA are studied for understanding the mechanism
f interaction and guiding the design of new drugs. The interac-
ions between drugs and DNA have been studied with structural
ools, including high resolution X-ray diffraction and NMR
pectroscopy [28] and utilizing Scatchard plot [29]. However,
ntil recently, relatively little was known as far as the detailed
nteractions between DNA (including some unusual structures)
nd drug molecules. It is necessary to introduce more simple
ethods to investigate the mechanism of interaction.
With the development of modern high-order analytical

nstruments and data collection techniques, in particular the
pplication of chemometrics methods dealing with three-way
ata set [30–40], it becomes possible to study the interactions
etween drugs and DNA, and one can conveniently predict the
nteraction model of the drug of interest with DNA even when
here exists a complicated chemical equilibrium in the mixtures.
he attractive predominance lies in the fact that the decom-
osition of a three-way data array is often unique, allowing
elative concentrations and profiles (in the spectral, time, pH or
ther domains) of individual components in a complex system
o be extracted directly. The type of studies is especially valu-
ble for guiding the use of clinical drugs and the design of new
rugs.

The interactions of DNR and berberine (BER) with DNA
ave been studied in the present paper. Chemical structures of
NR and BER are characterized in Fig. 1. A series of three-way
ata arrays has been obtained by excitation–emission fluores-
ence spectroscopy and resolved by the APTLD algorithm [30].
he results revealed that relative concentrations, excitation and
mission spectra profiles of individual components in interac-
ion systems can be conveniently achieved and provide valuable
nformation for a deeper insight into the interaction mechanisms
f DNR and BER with DNA.

. Theory
The K size of matrices I × J of the excitation–emission flu-
rescence spectra are obtained by measuring K equilibrium
ixtures containing N fluorescing components at I excitation

w
t
o
t

Fig. 1. Chemical structure
3 (2007) 606–612 607

nd J emission wavelengths. A three-way data array X is
btained with dimensions I × J × K. According to the trilinear
odel, i.e. PARAFAC model [41], each element xijk of the data

rray X has the form:

xijk =
N∑

n=1

ainbjnckn + eijk,

(i = 1, 2, . . . , I; j = 1, 2, . . . , J ; k = 1, 2, . . . , K) (1)

here xijk is the element (i, j, k) of X, N denotes the num-
er of factors, which should correspond to the total number of
etectable species, including component(s) of interest and back-
round as well as unknown interferences; eijk the element of an
× J × K three-way residual array E; ain the element (i, n) of an
× N matrix A corresponding to excitation spectra profiles of N
pecies; bjn the element (j, n) of a J × N matrix B corresponding
o emission spectra profiles of N species; ckn the element (k, n)
f a K × N matrix C corresponding to relative concentrations of
species.
Regardless of scaling and permutation, the decomposition of

he trilinear model proposed above will be unique and no free
otations provided that k1 + k2 + k3 ≥ 2N + 2 [41–43], where k1,
2 and k3 are k-ranks of A, B and C, respectively. In other words,
he profile matrices A, B and C will be resolved in a unique way.

The APTLD algorithm [30] is an alternative one and used to
olve the PARAFAC model by utilizing alternating least-squares
rinciple and the alternating penalty constraints to minimize
hree different alternating penalty (AP) errors simultaneously.
t assumes the loadings in two modes and then estimates the
nknown set of parameters of the last mode until optimiz-
ng the residuals of the model. For detail information of the
PTLD algorithm, one could refer to the literature [30]. The
umber of responsive factors (N) can be estimated by several
ethods. In this study, core consistency diagnostic (CORCON-
IA) [44], which compares the results from the core matrix
f the Tucker3 and PARAFAC models with different factors
ay data along with the two orders into two cube matrices and
hen runs PARAFAC algorithm twice to compare the residuals
f different factors, were used to estimate the chemical rank of
hree-way data arrays.

s of DNR and BER.
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. Experimental

.1. Reagents and solution

Berberine hydrochloride (BER) was purchased from National
nstitute for Control of Pharmaceutical and Biological Products
n Changsha (China). Daunorubicin hydrochloride (DNR) and
alf thymus DNA were purchased from Sigma–Aldrich. All
xperiments were performed with analytical reagent chemicals.
he water was doubly distilled and used in all experimen-

al preparations. The stock solution with a concentration of
9 �g ml−1 was prepared by dissolving the BER in water. The
tock solution prepared contains daunorubicin hydrochloride of
0 �g ml−1. Calf thymus DNA was used to prepare stock solu-
ion of 76.4 �g ml−1. All the stock solutions were stored in glass
t 4 ◦C, protected from light, for a maximum period of 10 days.

phosphate buffer solution of pH 7.0 was prepared.

.2. Apparatus

All samples were measured on an F-4500 fluorescence
pectrophotometer (HITACHI) fitted with an Xenon lamp and
onnected to a PC Pentium IV microcomputer running under
indows XP operating system. In all cases, a 1.00 cm quartz

ell was used.
.3. Computer programs

All computer programs were in-house written in Matlab, and
ll calculations were carried out on a personal computer with

O
m
o
fl

able 1
ER and DNA concentrations (�g ml−1) of the samples of Nos. 1–12

Samples

1 2 3 4 5 6

ER 0.76 0.95 1.14 1.33 1.52 1.71
NA 3.82 3.82 3.82 3.82 3.82 3.82

able 2
NR and DNA concentrations (�g ml−1) of the samples Nos. 13–28

Samples

13 14 15 16 17 18 19 20

NR 0.02 0.04 0.07 0.10 0.15 0.20 0.25 0.35
NA 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82

able 3
ER, BER and DNA concentrations (�g ml−1) of the samples of Nos. 29–39

Samples

29 30 31 32 33

NR 0.05 0.10 0.15 0.20 0.25
ER 3.80 3.80 3.80 3.80 3.80
NA 3.82 3.82 3.82 3.82 3.82
3 (2007) 606–612

entium IV processor and 256 MB RAM under the Windows
P operating system.

.4. Analytical methodology

In order to study of interaction between BER and DNA and
nteraction between DNR and DNA, the concentrations of sam-
le Nos. 1–14 and Nos. 15–26 are prepared in accordance with
able 1 and Table 2, respectively. Similarly, aiming to study
f competitive interactions of DNR and BER with DNA, the
oncentrations of sample Nos. 27–37 are given in Table 3. All
amples contained a phosphate buffer solution (pH 7.0). All
hemical reaction took place in a room temperature of 25 ◦C.
fter the equilibrium of complex reaction was reached, the

amples were measured. The excitation–emission fluorescence
pectra were recorded at excitation wavelengths from 400 to
20 nm at regular steps of 3 nm and the emission wavelengths
rom 532 to 652 nm at 3 nm steps. The slit width was 5.0/5.0 nm.
he scan rate was 1200 nm/min.

. Results and discussion

.1. Interaction of BER and DNA

A data array produced by Nos. 1–8 samples was analyzed
sing APTLD. The analysis using CORCONDIA and ADD-

NE-UP demonstrated that two components are obtained for the
odel. The mixture of BER and complex BER–DNA contributes

ne component to the model, because the excitation–emission
uorescence spectra of them are very similar. Another compo-

7 8 9 10 11 12

1.90 2.28 1.90 2.28 2.66 3.04
3.82 3.82 0 0 0 0

21 22 23 24 25 26 27 28

0.40 0.45 0.50 0.55 0.10 0.20 0.30 0.40
3.82 3.82 3.82 3.82 0 0 0 0

34 35 36 37 38 39

0.30 0.35 0.40 0.45 0.50 0.55
3.80 3.80 3.80 3.80 3.80 3.80
3.82 3.82 3.82 3.82 3.82 3.82
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Fig. 2. Resolved excitation–emission spectral and relative concentration pro

ent is possibly contributed to the model for interferent. In order
o confirm it, a data array produced by the samples of Nos. 9–12
as analyzed using APTLD. The profiles resolved by APTLD

re shown in Fig. 2. One observes that the excitation and emis-
ion spectra of BER and BER–DNA are almost the same and
he interferent is assuredly present in chemical BER purchased,
ut its fluorescence is very weak. Furthermore, it is seen from
ig. 2(C1) and (C2) combined with Table 1 that the fluores-
ence is largely enhanced when BER binds to DNA and the
uorescence yield of BER in the absence of DNA is poor.
.2. Interaction of DNR and DNA

Nos. 13–24 samples were measured and a three-way data
rray was produced. Two components are obtained for the model

u
t
t
i

f each component using APTLD when the chosen factor number was two.

sing CORCONDIA and ADD-ONE-UP. A component is con-
ributed to the model for DNR. A possible component is complex
NR–DNA. When APTLD algorithm runs with two compo-
ents for the three-way data array measured, the resolved profiles
re shown in Fig. 3(A1)–(C1). The results revealed that the
esolved DNR spectral profiles are nearly the same as actual
nes.

To distinguish whether another component is complex
NR–DNA, not the impurity from chemical DNR, a data array
roduced by the samples of Nos. 25–28 only containing DNR
as analyzed using APTLD. One factor is obtained for the model

sing CORCONDIA and ADD-ONE-UP. It has been proved
hat when the component number estimated for a complex sys-
em is more than or equal to the real one, the APTLD algorithm
s a robust method. Therefore, in order to fully illuminate that
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hosen factor number was two (N = 2).

nother component is not the impurity from chemical DNR,
wo factors are still chosen. It is seen from Fig. 3(A2)–(C2) that
elative concentrations of another component are nearly equal
o zero and it is fitting pseudo component. Fig. 3 combined
ith Table 1 shows that the fluorescence spectrum of complex
NR–DNA is similar to and different from that of DNR. Fur-

hermore, its fluorescence is far weaker than that of DNR, which
s also consistent with the conclusion that the interaction of
NR with DNA is a complex reaction with quenching of the
uorescence [46].

Interestingly, Angeloni et al. [47] studied the interaction

etween adriamycin and DNA and reported that the fluores-
ence spectrum of complex adriamycin–DNA is different from
hat of adriamycin. However, for DNR, similar conclusion can
e simply obtained by three-way analysis.

t
r
n
t

nd relative concentration profiles of each component using APTLD when the

.3. Competitive interaction of DNR and BER with DNA

Aiming to study competitive interaction of DNR and BER
ith DNA, Nos. 29–39 samples contain the same initial amount
f DNA and BER, and only the initial concentration of DNR
aried and increased gradually (see Table 3). The samples were
easured on fluorescence spectrophotometer and produced a

hree-way data array. After CORCONDIA and ADD-ONE-UP
ere used to estimate the chemical rank, two components were

cquired. However, from Fig. 4, it is obviously seen that there are
hree components in the system. It is possibly owed to the fact

hat the two methods estimating the chemical rank are required to
un PARAFAC which bears two-factor degeneracy [48,49] and is
ot satisfactory in dealing with high multicollinearity. It can be
he optimum number of components for PARAFAC. Interest-
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ngly, when APTLD replaces PARAFAC in the two methods,
he estimated number of components was three. The result
eveals APTLD can overcome high multicollinearity to some
xtent. Therefore, it is reasonable that the number of compo-
ents was chosen as three for APTLD, i.e. DNR, DNR–DNA
nd BER–DNA. As for the impurity from chemical BER, the
oor fluorescence results in its burial in strong fluorescence
nvironment.

Fig. 4 shows resolved profiles of each component using
PTLD and actual excitation and emission spectra profiles of
NR. Fig. 1 demonstrates that a possible interaction between
NR and BER can be ruled out. Combined with above results,
ne can confirm that the resolved spectral and concentration pro-
les correspond to that of DNR, DNR–DNA and BER–DNA
Fig. 4). It can be seen from Fig. 4(C), the relative concentration
f DNR and DNR–DNA increased gradually and the rela-
ive concentration of BER–DNA decreased gradually when the
nitial concentration of DNR increased gradually. The phenom-
na illuminated that the equilibrium concentration of complex
NR–DNA and free BER increased gradually with the increase
f initial concentration of DNR. One can assume that the inter-
ction of DNR and BER with DNA possesses a competitive
echanism, that is, the interactions are a pair of the parallel
ompetitive reactions. It is well known that the interaction of
NR with DNA follows the intercalation model and then that
NR is an intercalator [9,10]. Consequently, one can think that
NR intercalates into the same base sites of DNA as the bound

a
t
c
d

nd relative concentration profiles of each component using APTLD when the

ER and the interaction mechanism of BER and DNA is the
ame interaction model of DNR and DNA, that is, BER being
n intercalator and intercalating between the base pairs of dou-
lestranded DNA, which is also consistent with the conclusions
rom the literatures [19–25].

Interestingly, Krey et al. [26] studied the interaction between
ER and DNA and reported that the interaction mechanism
elonged to the intercalation mechanism. However, it contra-
icted a minor groove orientation mechanism recently proposed
n the basis of NMR analyses [27]. In present study, the results
emonstrate that the interaction mechanism of BER and DNA
s the intercalation model. In addition, all results display that
he analysis of three-way data array can provide more direct
isualization of the equilibrium state of the system studied, as
ompared with the traditional method using Scatchard plot [29]
r others. It is significant to apply clinical drugs and design new
rugs.

. Conclusions

Several data arrays have been analyzed by APTLD com-
ined with excitation–emission matrix fluorescence. The results
resented demonstrated that the method can conveniently

chieved and provide valuable information from complex sys-
ems. Accordingly, the strategy of using this chemometric tool
an redound to study of the interaction mechanisms between
rugs and DNA. It can be proved that the fluorescence spectrum
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bstract

By optimizing the extraction, separation and analytical conditions, a simple, reliable and effective high-performance liquid chromatography
ethod coupled with photodiode array detector (HPLC–DAD) is presented for simultaneous determination of nine aristolochic acid (AA) analogues,

.e., AA I, AA II, AA C, AA D, 7-OH AA I, aristolic acid, AL II, AL III and AL IV, in twelve medicinal herbs and two preparations. The separation
as completed on a C18 column with aqueous methanol containing 0.2% (V/V) acetic acid as mobile phase. Linearities of around two orders

f magnitude were obtained with correlation coefficients exceeding 0.9950. Satisfactory intra-day and inter-day precisions were achieved with
.S.D.s less than 4.35%, and the average recovery factors obtained were in the range of 88.4–98.8%. The proposed method appears to be suitable

or use as a tool for safety assurance and quality control for commercially available suspect samples containing aristolochic acid analogues.
2007 Published by Elsevier B.V.
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. Introduction

Aristolochic acid (AA) analogues are known to be present
n Aristlolochiaceae plants including Aristlolochia and Asarum
enera [1,2]. A number of Aristlolochiaceae plants and their
reparations have been used in traditional and folk medicines in
any countries as anti-inflammatory agents for arthritis, gout,

heumatism and diuresis [2–5]. Some North American species
ave been used for the treatment of snakebites. About 29 aris-
olochic acids (AAs) and 23 aristololactams (ALs) had been
ound in Aristlolochiaceae plants until 2000 [2]. Among them,
ix AAs, namely AA I, II, C, D, 7-OH AAI and aristolic acid,
nd four ALs, namely, AL I, II, III and IV, are the main active

onstituents (Fig. 1).

The anti-inflammatory properties of AA had encouraged its
se in various drug formulations in Germany [6] until it was iden-

∗ Corresponding author. Tel.: +86 731 8821968; fax: +86 731 8821848.
E-mail addresses: kings008@gmail.com (J. Yuan), szyao@hnu.cn (S. Yao).
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e medicine; Herbal preparation

ified as a potential carcinogen in rodents by Mengs [7–9]. In
993, cases of rapidly progressive renal fibrosis found in young
elgian women were reported to be associated with aristolochic
cids [10]. Since then, the so-called “Chinese herbs nephropa-
hy” (CHN) was used all around the world. The term “CHN”
s very prejudicial and has finally been corrected as “AAN”
aristolochic acid nephropathy). During the following years, the
nalogues were found to be nephrotoxic [10–14], carcinogenic
13–16] and mutagenic [17,18]. Balachandran et al. indicated
hat the analogues have more or less cytotoxic effect [19]. There-
ore, the use of Aristolochia genera in herbal medicines is no
onger permitted in many countries due to the toxicity of the
ristolochic acid constituents. In TCM, Aristolochia species are
lso considered to be interchangeable with other commonly
sed herbal ingredients and substitution of one plant species for
nother is an established practice. Herbal ingredients are traded

sing their common Chinese Pinyin name and this may lead to
onfusion. Therefore, it is necessary to develop an analytical
ethod which can be used to confirm the absence or presence

f aristolochic acid analogues in any drug products.
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Fig. 1. Structures of aristolochic acids (A) and aristololactams (B).

In the past years, many attempts have been made to assay
he active component in Aristolochiaceae by various methods
ncluding thin layer chromatography (TLC) [20–22], ultraviolet
pectrophotometry (UV) [23], high-performance liquid chro-
atography coupled to a UV detector (HPLC–UV) [22,24–28]

r to a mass spectrometer (HPLC–MS) [25,29–32], and capillary
lectrophoresis (CE) [33–35]. However, most of these methods
ocus on the analyses of AAI and/or AAII in samples, and vari-
us HPLC–MS [22,29–31] or HPLC–MS/MS [30–32] methods
im to obtain lower detection limit or elucidate the structures of
As. As mentioned above, all AA analogues are more or less

ytotoxic [19] and coexist in various Aristolochiaceae plants
1,2]. So it is more interesting to separate and analyze AA
nalogues as many as possible.

Very recently, several reports have been published on anal-

sis of more than three compounds [26,31,36]. Detection of
ristolochic acid I, tetrandrine and fangchinoline in medicinal
lants by HPLC was reported by Koh et al. [36]. Simultaneous
etermination of five aristolochic acids and two aristolo-
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actams in Aristolochia plants were investigated by HPLC
ethod with acetonitrile–phosphoric acid buffer as the elu-

nt [26]. Wei et al. [29] detected the six main aristolochic
cids by HPLC–DAD–ESI/MS with a relatively long analysis
ime.

This work focuses on developing a simple, effective and reli-
ble method to screen AA analogues in various herbal plants
nd their preparations. Influencing factors such as the extraction
ethods, column temperature, mobile phase and gradient elution

rogram were investigated carefully regarding to the complexity
f various samples. The optimum separation was obtained with
radient methanol–water (both contain 0.2% acetic acid) system.
he developed method was successfully applied to the simul-

aneous quantitative determination of the nine aristolochic acid
nalogues in nine Aristolochiaceae plants, three substituents and
wo herbal preparations.

. Experimental

.1. Instrumentation

A Waters (Waters Corp., Milford, MA, USA) 600 liquid
hromatographic system interfaced to a 2996 photodiode array
etector (DAD) was controlled by a Masslynx V4.0 workstation
Micromass UK Ltd., Manchester, UK). An Agilent (Agilent
orp., Wilmington, Delaware) XDB-C18 analytical column

150 mm × 4.6 mm, 4 �m particle size) was used.

.2. Chemicals and reagents

The reference standards (Fig. 1) of AA I, AA II, AA C, AA
, 7-OH AA I, aristolic acid, AL II, AL III and AL IV were
urchased from Herbwide Scientific & Technical Development
enter (Beijing, China). The purities of all the standards were not

ess than 98%. HPLC-grade acetonitrile and methanol were from
edia Company, Inc. (Fairfield, OH, USA). Ultrapure water was
repared using an Aike purification system (Chengdu, China).
ther reagents were of analytical grade, including methanol and

cetic acid.

.3. Materials

Herbs such as Guanmutong (the stems of Aristolochia man-
huriensis Kom.), Madouling (the fruits of Aristolochia contorta
unge), Guangfangji (the roots of Aristolochia fangchi), Qing-
uxiang (the roots of Aristolochia debilis), Tianxianteng (the

erbs of Aristolochia debilis), Fangji (the roots of Stephania
etrandra S. Moore), Chuanmutong (the stems of Clematis
rmandii Franch), Yunmuxiang (the roots of Saussurea lappa
.B. Clarke), Xungufeng (the herbs of Aristolochia mollissima
ance) and Xixin (the herbs of Asarum heterotropoides Fr.
chmidt var.mandshuricum (Maxim.) Kitag.), and two herbal
reparations, namely Guanxin Suhe Wan and Qinglin Keli were

urchased from drug stores all around China. Among them,
angji, Chuanmutong and Yunmuxiang are used sometimes as

he substituents of Guangfangji, Guanmutong and Qingmuxi-
ng, respectively.
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ber of empirical attempts. As can be seen from Fig. 2, nine
AA analogues were separated properly with symmetrical peak
shapes and adequate resolution with the optimum gradient pro-
gram described in Section 2.6.
46 J. Yuan et al. / Tala

.4. Standard solutions and calibration curves

Each standard (5 mg) was placed in a 5-mL volumetric flask
ith 4 mL of methanol. After the solids had been dissolved under

onication, the solution was diluted to volume with methanol to
ive the stock solution.

The mixed standard stock solution was prepared by accu-
ately adding appropriate volume of each standard stock solution
nto a 10-mL volumetric flask. The concentration (�g mL−1) of
ach compound was: AL III (69.0), AA C (125), AL IV (92.5),
-OH AA I (83.0), AA D (86.0), AL II (96.1), AA II (210), AA
(172) and aristolochic acid (120). A series of working standard
olutions with gradient concentration was obtained by diluting
he mixed standard stock solution. All the solutions were stored
n a refrigerator at 4 ◦C and brought to room temperature before
se.

Calibration curves (y = ax + b) were constructed by plotting
he peak areas (y) versus the concentrations (x) of the calibration
tandards.

.5. Preparation of sample solutions

.5.1. Guanmutong, guangfangji, qingmuxiang, fangji and
huanmutong

In a 10-mL polypropylene centrifuge tube, 0.3 g of powdered
erbal sample was weighed, 6 mL methanol was added and son-
cated for 15 min before centrifugation at 3100 × g for 10 min.

ethanol extraction was repeated three times. The extracts were
ombined and concentrated in a rotary evaporator. Methanol was
sed to dilute the concentrated solution under sonication, and
he volume was made up to exactly 10 mL (5 mL for Xixin and
ungufeng).

.5.2. Madouling, tianxianteng, xungufeng, xixin and
unmuxiang

Madouling (0.3 g), Tianxianteng (0.5 g), Xungufeng (0.8 g),
ixin (0.8 g) and Yunmuxiang (0.3 g) were placed in centrifuge

ubes, respectively, and 8 mL of n-hexane was added to remove
he grease. The solution was sonicated for 15 min at room tem-
erature and then centrifuged at 3100 × g for 10 min. After
emoval of the supernatant with a pipette, the residue was placed
n the vacuum dryer to let the solvent evaporate. The following
rocedures were similar to the Section 2.5.1.

.5.3. Guanxin suhe wan and qinglin keli
Five pills of Guanxin Suhe Wan were weighed out and ground

n mortar, then 1 g was weighed out accurately and placed in a
entrifuge tube. The sampling weight of Qinlin Keli was also 1 g.
he following procedures were the same as the Section 2.5.2.

.6. HPLC–DAD analysis
Methanol (B) and aqueous solution (A) (both contain 0.2%
cetic acid) were used as mobile phase. The gradient elution
as programmed as follows: 0–20 min, 30–45% B; 20–35 min,
5–50% B; 35–50 min, 50–80% B; 50–55 min, 80–100% B.

F
(

3 (2007) 644–650

he other analysis conditions were as follows: column temper-
ture, 30 ◦C; flow rate, 1.0 mL min−1; injection volume, 20 �L;
V scan, 210–400 nm; detection wavelength, 254 nm. Sam-
les were filtered through 0.45 �m membrane prior to analysis.
ome solutions (Madouling, Guanmutong, Guangfangji and
ingmuxiang) were diluted with methanol in order to obtain

oncentrations within the range of the calibration curve.

. Results and discussion

.1. Optimum separation conditions

In general, AA analogues are difficult to be separated due
o their extremely similar structures (Fig. 1). This may be one
f the reasons why many reports [23–25,28,30–35] focused on
he analysis of AA I, and/or AA II. In most cases, a mixture of
cetonitrile and water was utilized as the mobile phase with some
pecial modifiers, such as phosphoric acid [26], trifluoroacetic
cid (TFA) [31], formic acid and acetic acid to control pH.

In this work, various conventional mobile phases were tested
nd optimized across-the-aboard to obtain the optimum con-
itions. The chromatographic behaviours were investigated
ith the following mobile phases: (a) acetonitrile–3.7 mM
hosphoric acid buffer [26], (b) 0.1% acetic acid and 0.1%
etrahydrofuran (THF) in water (solvent A)–0.1% acetic acid
nd 0.1% THF in acetonitrile (solvent B) [29], (c) aqueous
cetonitrile containing 0.1% TFA, (d) aqueous methanol con-
aining 0.1% TFA and (e) methanol–water (both contain 0.2%
cetic acid), were investigated, respectively. Some peaks of the
nalytes were overlapped with mobile phases (a), (b), (c) and
d) under various gradient conditions. However, excellent sep-
ration for all of compounds explored were achieved with the
ptimized mobile phase (e). For an analyte-pair difficult to sep-
rate, a solvent with relatively weak elution strength may be
ore appropriate. Moreover, mobile phase (e) is more cheap

nd friendly to environment. Therefore, mobile phase (e) was
dopted in subsequent studies.

In analytical liquid chromatography gradient elution is
idely applied to improve the separation of mixtures by vary-

ng the solvent strength during the elution process. In the present
ork the optimum gradient was picked out through a large num-
ig. 2. Chromatograms of mixture standards. (1) AL III; (2) AA C; (3) AL IV;
4) 7-OH AA I; (5) AA D; (6) AL II; (7) AA II; (8) AA I; (9) aristolic acid.
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Table 1
Linear ranges, correlation coefficients, quantification and detection limits for
the analogues studied

Compound Linear range
(�g mL−1)

r2 LOQ (ng/mL) LOD (ng/mL)

AL III 0.690–69.0 0.9972 65.0 23.6
AA C 0.249–24.9 0.9994 58.2 24.0
AL IV 0.231–23.1 0.9988 35.5 10.6
7-OH AA I 0.166–16.6 0.9950 86.4 31.7
AA D 0.860–86.0 0.9964 72.8 14.7
AL II 0.960–96.0 0.9978 95.5 20.6
AA II 0.420–42.0 0.9950 104 14.6
A
A
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.2. Extraction conditions

Considering the complexity of samples, various extraction
olvents and extraction methods were investigated in detail. It
as found that reflux method provided similar extraction effi-

iency as sonication under this experimental conditions, but was
ore tedious and time-consuming. So ultrasonication was used

n subsequent experiments.
Geoffrey et al. [32] investigated various solvents including

ater, 0.2 M acetic acid, 0.2 M ammonia, aqueous methanol
f different concentration, ethanol and acetone, and picked out
0% methanol as solvent which is similar with the FDA’s advice
37]. In our experiments, the above-mentioned solvents and ethyl
cetate were investigated, and similar results were obtained.
ut no significant difference in extraction efficiency was found
etween methanol and 70% methanol. Moreover, 70% methanol
nduced more polar impurities which may affect the separation.
hus methanol was used as extraction solvent in our experi-
ents.
Madouling, Tianxianteng, Xungufeng, Xixin, Guanxin Suhe

an and Qingli Keli contain non-polar compounds such as
hlorophyl, terpenes and volatile oils, which should be removed
efore analysis because they have strong retention on the sta-
ionary phase and affect the later separation even the column
ife. So an additional procedure to degrease was adopted with
-hexane. Furthermore, low level AA analogues were found in
ixin and Xungufeng, so more raw samples were required and
reconcentration was necessary.

.3. Validation of HPLC assay

.3.1. Linearity, limit of detection and limit of
uantification

The standard curves were calculated via least-square regres-
ion with six concentration levels and three injections were
xamined at each level. Good linear relationships were gained,

nd the correlation coefficients of all the calibration curves
ere found to be higher than 0.9950. Detection limits and
uantification limits of the investigated compounds were esti-
ated as the minimum concentration giving a signal-to-noise

3

r
(

able 2
recision of the intra-day and inter-day measurements and recoveries of the analytica

ompounda Intra-dayb (peak areas) Int

X̄ ± S.D. R.S.D. (%) X̄ ±
L III 7562 ± 128 1.69 73
A C 51017 ± 1485 2.91 508
L IV 28148 ± 804 2.86 289
-OH AA I 25935 ± 712 2.75 254
A D 16146 ± 396 2.45 163
L II 23914 ± 269 1.12 237
A II 48190 ± 761 1.58 484
A I 38960 ± ± 503 1.29 387
ristolic acid 52157 ± 671 1.29 519

a The concentration (�g mL−1) of each compound was: AL III (6.90), AA C (12.5
A I (17.2) and aristolochic acid (12.0).
b The sample was analyzed six times during one day.
c The sample was analyzed over three consecutive days.
A I 0.324–32.4 0.9994 69.5 15.2
ristolic acid 0.240–24.0 0.9984 84.6 15.0

atio (S/N) of 3 and 10, respectively. The data are listed in
able 1.

.3.2. Precision and accuracy
Precision was evaluated with a standard mixture solution

f the analogues under the optimal conditions six times in
ne day for intra-day variation and twice a day on three
onsecutive days for inter-day variation, expressed as rela-
ive standard deviation (R.S.D.). The results are shown in
able 2.

The recovery tests were studied by spiking the known content
f the analogues into the real samples. The analogues were added
t three concentration levels (approximately equivalent to 0.8,
.0 and 1.2 times of the concentration of the matrix) with two
arallels at each level. The solutions were prepared and quanti-
ed in accordance with the Sections 2.5.1 and 2.6, respectively.
he recoveries of AA I, AL II, AL III, AL IV and aristolic acid
ere tested with Tianxianteng as the matrix, and those of AA

I, AA C, 7-OH AA I and AA D were done in Madouling. The
ata are listed in Table 2.
.3.3. Robustness of column
Three kinds of C18 columns were tested for validation of the

obustness including Agilent XDB-C18, Waters Xterra Ms C18
5 �m, 150 mm × 3.9 mm) and waters Symmetry C18 (5 �m,

l method for AA analogues

er-dayc (peak areas) Recovery (%) (mean, n = 6)

S.D. R.S.D. (%)

85 ± 316 4.28 92.4
73 ± 2053 4.03 94.8
50 ± 924 3.19 89.0
79 ± 1104 4.33 94.5
61 ± 712 4.35 94.6
50 ± 590 2.48 88.4
60 ± 1607 3.32 97.7
48 ± 1437 3.71 98.8
65 ± 2005 3.86 98.2

), AL IV (9.25), 7-OH AA I (8.30), AA D (8.60), AL II (9.61), AA II (21.0),
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Table 3
Contents of the nine AA analogues in nine Aristlolchiaceae plants, three substituents and two preparations, mg g−1 (crude drug) (n = 3)

No. Sample AL III AA C AL IV 7-OH AA I AA D AL II AA II AA I Aristolic acid Sum

1 Madouling Trace 1.33 Trace 0.825 1.37 0.0465 0.325 1.76 0.0624 5.72
2 Guanmutong – 0.521 – – 0.472 – 0.958 3.82 – 5.77
3 Guanmutong – 0.652 – – 0.497 – 1.30 3.57 – 6.02
4 Guangfangji – 0.372 – – 1.25 – 0.986 4.76 – 7.37
5 Qingmuxiang – 0.854 0.0955 0.615 0.284 0.271 0.875 2.61 – 4.72
6 Tianxianteng 0.0152 0.481 Trace 1.29 0.245 Trace 0.0385 0.175 0.0682 2.24
7 Xungufeng – 0.147 – 0.0988 0.0438 – 0.0255 0.162 – 0.375
8 Xixin* – 56.2 – Trace 46.8 Trace 25.1 69.5 – 198
9 Xixin* – 43.5 – 28.7 73.5 Trace 17.8 125 – 289

10 Fangji – – – – – – – – – –
11 Chuanmutong – – – – – – – – – –
12 Yunmuxiang – – – – – – – – – –
13 Guanxin Suhe Wan – – – – – – 0.0647 0.0525 3.75 3.87
1 0.
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4 Qinglin Keli – – 0.0525 –

race: under quantification limit. –: under detection limit. Xixin*: �g g−1 (crud

50 mm × 3.9 mm), and no significant difference was found
etween them.

.4. Sample analysis

The contents of nine AA analogues in nine Aristolochiaceae
lants, three substitutes and two herbal preparations were deter-
ined with the HPLC method developed as described above.
he representative HPLC chromatograms of the nine samples
re shown in Fig. 3, respectively. The contents were calculated
ith external standard method, and the mean values from three
arallel determinations are shown in Table 3. It can be seen
rom Table 3 that the contents of such analogues vary obvi-
usly in different plants. Negative results were observed for
A analogues in three substitutes, namely Fangji, Chuanmu-

ong and Yunmuxiang. AA I, AA II, AA C, and AA D were
ound in the nine Aristolochiaceae plants studied, and were the
ain active compounds. In addition, 7-OH AA I was also the

ain active constituent of Madouling, Qingmuixang and Tianxi-

nteng. The other analogues exist in various plants at low levels.
n view of variety, Madouling, Tianxianteng and Qingmuxiang
ontain more components than Guangfangji and Guanmutong

a
i
p
a

able 4
omparison between the present method and the previous HPLC methods

eference Detection Mobile phase Analytes

his work DAD Methanol and water (both
containing 0.2% HAc)

AA I, AA II,
7-OH AA I,
AL II, AL II

26] DAD 3.7 mM phosphoric buffer
and acetonitrile

AA I, AA II,
D, AA Va, A

28] MS 20 mM NH4Ac and
acetonitrile

AA I and AA

29] ESI/MS Acetonitrile and water (both
containing 0.1% HAc and
0.1% tetrahydrofuran)

AA I, AA II,
7-OH AA C,

30] ES–ITMS Methanol and water
(containing 1.0 mM NH4Ac
and 0.2% HAc)

AA I and AA

32] MS/MS Methanol and 0.1% NH4Ac AA I and AA
0582 – 0.0593 0.184 – 0.354

g).

o. Although Xungufeng and Xixin also contain relatively more
ngredients than Guanmutong and Guangfangji, where only
ow contents were found. The total contents of analogues in
he seven Aristolochiaceae plants decrease in the following
rder: Guangfangji, Guanmutong, Madouling, Qingmuxiang,
ianxianteng, Xungufeng and Xixin. Complex chromatogram
f Xixin was found (Fig. 3(G)). To obtain complete baseline
esolution for Xixin, gradient program from 45 to 55 min (refer
o Section 2.6) was rectified by lowering the percentage of

ethanol and lengthening the gradient. The content of Xixin
n Table 3 was obtained with the modified gradient condi-
ion.

It should be emphasized that the multicomponent analysis is
uch more important and effective than the detection of AA
and/or AA II alone in the suspected products. As showed in
able 3, the content of AA I and AA II (0.214 mg g−1 crude
rug) is much lower than that of AA C, 7-OH AAI and AA D
2.02 mg g−1) in Tianxianteng. The total of AAC, 7-OH AA I

nd AA D exceeds that of AA I and AA II in Madouling. Even
n Guangfangji, Guanmutong and Qingmuxiang, the other com-
ounds could not be neglected. Due to the diversity of species
nd habitats, the results may be much more complex. There-

Matrices LOD

AA C, AA D,
Aristolic acid,
I and AL IV

12 medicinal plants and 2
preparations

≥10.6 ng mL−1

9-OH AA I, AA
L I, and AL II

5 kinds of Aristolochia
species

≥10.0 ng mL−1

II 5 herbal materials and 18
herbal formulations

Not reported

AA C, AA D,
aristolic acid,

10 medicinal plants and 6
herbal formulations

Not reported

II Several Chinese herbal
remedies

12 ng mL−1

II Herbal remedies 10 ng on column
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Fig. 3. Typical chromatograms of samples. (A) Madouling; (B) Guanmutong;
(C) Guangfangji; (D) Qingmuxiang; (E) Tianxianteng; (F) Xungufeng; (G)
Xixin; (H) Guanxin Suhe Wa; and (I) Qinglin Keli. Peak numbering is the same
as in Fig. 2.
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Fig. 3. ( Continued ).

ore, it seems that more attention should be paid to the scrutiny
f various toxic ingredients rather than the determination of a
ew kinds of compounds or only one with high sensitivity. This
onclusion is also supported by the following data from two
erbal preparations.

Abiding by the regulation of SDA (China) [20,38], Tumux-
ang is listed in the formula of Guanxin Suhe Wan rather than
ingmuxiang, and Mutong has taken place of Guanmutong in
inlikeli. This is declared on the label and formula. But to
ur surprise, unusually high level of aristolic acid (3.75 mg g−1

rude medicine) was found with low level of AA I and AA II
n Guanxin Suhe Wan. We could not decide where aristolic acid
ame from without further scrutinizing the various herbs one by
ne in its formula. Positive results were found in Qinglin Keli
ith four AA analogues, but at low levels. This phenomenon

ndicates that the supervision should be strengthened on the
uspected products.

. Conclusions

Compared with the previous methods (Table 4), the proposed
PLC–DAD method was more simple, reliable and effective.
he method has been used successfully to the simultaneous
etermination of six aristolochic acids and three aristolo-
actams in nine Aristolochiaceae plants, three substituents

nd two herbal preparations for the first time. The proposed
ethod appears to be suitable for use as a tool for safety

ssurance and quality control for commercially available sam-
les.
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bstract

Two methods for determining the central-acting muscle relaxant afloqualone in human plasma were developed and compared using API2000 and
PI4000 liquid chromatography tandem mass spectrometry (LC/MS/MS) systems. In the API2000 LC/MS/MS system, afloqualone and the internal

tandard methaqualone were extracted from plasma using a methyl-tertiary ether. After drying the organic layer, the residue was reconstituted in
mobile phase (0.1% formic acid–acetonitrile:0.1% formic acid buffer, 80:20 v/v) and injected onto a reversed-phase C18 column. The isocratic
obile phase was eluted at 0.2 ml/min. The ion transitions monitored in multiple reaction-monitoring mode were m/z 284 → 146 and 251 → 117

or afloqualone and methaqualone, respectively.
Sample preparation for the API4000 LC/MS/MS system involved simple protein precipitation with an organic mixture (methanol:10%

nSO4 = 8:2). The ion transitions monitored in multiple reaction-monitoring mode were m/z 284 → 146 and 251 → 131 for afloqualone and
ethaqualone, respectively.
In both assays, the coefficient of variation of the precision was less than 11.8%, the accuracy exceeded 91.5%, the limit of quantification was

.5 ng/ml, and the limit of detection was 0.1 ng/ml for afloqualone. Two methods were used to measure the plasma afloqualone concentration in

ealthy subjects after a single oral 20-mg dose of afloqualone. During subsequent application of the methods, we observed that high-concentration
lasma samples (>7 ng/ml) prepared using the protein precipitation method resulted in about 20% higher afloqualone concentrations than with
lasma samples prepared using the liquid–liquid extraction method. We believe that this phenomenon was related to the cleanness of the sample
nd its chemical nature.

atrix

fl
(
[
s

2007 Elsevier B.V. All rights reserved.

eywords: Afloqualone; LC/MS/MS; Pharmacokinetic; API2000; API4000; M

. Introduction

Afloqualone, 6-amino-2-fluoromethyl-3-(o-tolyl)-4-(3H)-
uinazolinone, is a centrally acting muscle relaxant that inhibits
ono- and polysynaptic reflexes (Fig. 1) [1]. After a single oral
ose of 20-mg afloqualone, the peak afloqualone concentration
n healthy humans is about 18 ng/ml at 2 h, and its plasma
erminal half-life is about 7 h [2].

∗ Corresponding author. Tel.: +82 42 821 5937; fax: +82 42 823 6781.
E-mail address: kwon@cnu.ac.kr (K.-i. Kwon).
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Several methods for determining afloqualone in biological
uids have been published, including thin layer chromatography
TLC) [3] and gas chromatography (GC)/mass detection (MS)
4]. However, the TLC-based methods might not be sufficiently
elective and sensitive for routine analysis of the drug in plasma,
nd the disadvantage of GC/MS methods lies in the elaborate
ample preparation required.

High-performance liquid chromatography (HPLC) with tan-

em mass spectrometry (MS/MS) detection has played a
rominent role in analytic studies and has high sensitivity
nd accuracy. However, no reports have been published on
he quantification of afloqualone using LC/MS/MS. Therefore,
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Fig. 1. Molecular structures of afloqualone

e developed two new methods for determining afloqualone
n human plasma using LC/MS/MS with API2000 and
PI4000 LC/MS/MS systems.

. Experimental

.1. Reagents and materials

Afloqualone and methaqualone (IS, internal standard) were
urchased from Sigma (St. Louis, MO, USA). The HPLC-grade
iethylether was obtained from Merck (Darmstadt, Germany).
ll other chemicals and solvents were of the highest analytical
rade available.

.2. Characterization of the product ions using MS/MS

In both the API2000 and API4000 systems, solutions con-
aining 1 �g/ml each of afloqualone and the IS were infused into
he mass spectrometer separately at a flow rate of 10 �l/min to
haracterize the product ions of each compound. The precursor
ons, [M + H]+, and pattern of fragmentation were monitored
sing positive ion mode. The major peaks observed in the
S/MS scan were used to quantify afloqualone and the IS

5,6].

.3. Preparation of standards and quality controls

To determine afloqualone using the API2000 and
PI4000 LC/MS/MS systems, afloqualone and the IS were
issolved in methanol at 1 mg/ml each. The afloqualone stan-
ard solution was serially diluted with methanol and added to
rug-free plasma to obtain concentrations of 0.5, 0.75, 1, 5, 10,
5, and 50 ng/ml. A calibration graph was derived from the peak
rea ratios of afloqualone to the IS using a linear regression.
ll solutions were stored at 4 ◦C and protected from light.
Quality controls were prepared daily in 450 �l of blank

uman plasma by adding 50 �l of standard solution. Controls
ere prepared for low (0.5 ng/ml afloqualone), intermediate

0.75 and 25 ng/ml afloqualone), and high (50 ng/ml aflo-
ualone) concentrations to evaluate the intra- and inter-day
recision and accuracy of the assay method. The calibration

quation was validated when the relative difference between the
heoretical and back-calculated concentrations of each sample of
he calibration set did not exceed 20% at the lowest concentration
nd 15% at the other concentrations.

t
1
i
u

nd the internal standard methaqualone (B).

.4. Analytical system

The plasma afloqualone concentrations were quantified using
C/MS/MS with PE SCIEX API 2000 or API4000 LC/MS/MS
ystems (Sciex Division of MDS, Toronto, Canada) equipped
ith an electrospray ionization interface used to generate posi-

ive ions [M + H]+.
In the API2000 LC/MS/MS system, the compounds

ere separated on a reversed-phase column (Gemini C18
0 × 4.60 mm 5 �m; Phenomenex, Torrance, CA, USA) with
n isocratic mobile phase consisting of 0.1% formic acid in ace-
onitrile and purified water (80:20%, v/v). The mobile phase was
luted at 0.2 ml/min using an Agilent 1100 series pump (Agilent
echnologies, Palo Alto, CA, USA). The turbo ion spray inter-
ace was operated in positive ion mode at 5500 V and 500 ◦C. The
perating conditions were optimized by flow injection of a mix-
ure of all analytes as follows: nebulizing gas flow, 1.04 L/min;
uxiliary gas flow, 4.0 L/min; curtain gas flow, 1.44 L/min; col-
ision gas (nitrogen) pressure, 5 × 10−5 Torr; orifice voltage
declustering potential), 66 V; ring voltage (focusing potential),
70 V; entrance potential, 12 V; collision energy, 41 V; and col-
ision exit potential, 6.0 V.

The afloqualone was quantified using multiple reaction mon-
toring of the protonated precursor ion and the related product
on using the internal standard method with peak area ratios. The

ass transitions used for afloqualone and the internal standard
ere m/z 284 → 146 and 251 → 117, respectively (dwell time,
50 ms).

In the API4000 LC/MS/MS system, the compounds were
eparated on a reversed-phase column (Xterra® RP C18
.1 × 50 mm 3.5 �m; Waters, Milford, MA, USA) with an iso-
ratic mobile phase consisting of methanol and 0.1% formic
cid in purified water (75:25%, v/v). The mobile phase was
luted at 0.3 ml/min using an Agilent 1100 series pump. The
urbo ion spray interface was operated in positive ion mode at
500 V and 450 ◦C. The operating conditions were optimized
y flow injection of a mixture of all of the analytes and were
s follows: nebulizing gas flow, 1.04 L/min; auxiliary gas flow,
.0 L/min; curtain gas flow, 1.44 L/min; collision gas (nitrogen)
ressure, 5 × 10−5 Torr; orifice voltage (declustering potential),
16 V; ring voltage (focusing potential), 370 V; entrance poten-

ial, 10 V; collision energy, 39 V; and collision exit potential,
0 V. Afloqualone was quantified by multiple reaction monitor-
ng of the protonated precursor ion and the related product ion
sing the internal standard method with peak area ratios. The
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ass transitions used for afloqualone and the internal standard
ere m/z 284 → 146 and 251 → 131, respectively (dwell time,
50 ms).

The resolution conditions for quadrupoles and the software
sed to analyze the data were the same in both the API2000 and
PI4000 LC/MS/MS systems. Quadrupoles Q1 and Q3 were

et on unit resolution and the analytical data were processed
sing Analyst software (version 1.4.1; Applied Biosystems, Fos-
er City, CA, USA) in the API2000 and API4000 LC/MS/MS
ystems.

.5. Sample preparation for the API2000 system

One hundred microliters of internal standard (100 ng/ml)
ere added to 500 �l of plasma, followed by a 10-min

iquid–liquid extraction with 5 ml of methyl tert-butyl ether. The
rganic layer was separated and evaporated under a gentle stream
f nitrogen at about 40 ◦C. The residue was reconstituted into
00 �l of mobile phase by vortex mixing for 15 s; 10 �l of this
olution were injected into the column.

.6. Sample preparation for the API4000 system

Sample preparation involved simple protein precipitation
ith an organic mixture (methanol:10% ZnSO4 = 8:2). Aliquots

100 �l) of human plasma were precipitated by adding 10 �l
f internal standard working solution (50 ng/ml) and 100 �l of
rganic mixture. The sample was vortexed for 10 s and cen-
rifuged at 1700 × g for 10 min. The upper layer was transferred
nto injector vials and a 10-�l aliquot was injected into the
olumn.

.7. Validation procedure

The validation parameters were selectivity, precision, and
ccuracy. Ten batches of blank heparinized human plasma were
creened to determine the specificity. The extraction recover-
es of afloqualone were calculated by comparing the peak area
atio measured for the standard solution considering condensa-
ion with that obtained for plasma extracts after the extraction
rocedure. The precision and accuracy of the intra- and inter-
ay assay validation were estimated using the inverse prediction
f the concentration of the quality controls from the calibra-
ion curve [7,8]. Samples for stability test were prepared at two
ifferent levels (1 and 10 ng/ml) and kept on the storage con-
itions in Table 3, respectively. Analysis was done in triplicate
t each concentration levels. The stability of short-term, long-
erm, freeze-throw and extracted sample were calculated using
he ratio of standard samples to processed samples.

.8. Clinical application

Seven healthy subjects who gave written informed consent

ook part in this study. Health problems, drug or alcohol abuse,
nd abnormalities in laboratory screening values were exclusion
riteria. The study protocol was approved by the Korea Food and
rug Administration (KFDA) and the Ethics Committee of the

a
m
a
t
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linical Trial Center at Kyungpook National University Hospital
Daegu, Korea).

After an overnight fast, all the subjects were given a single
ral 20-mg dose of afloqualone. Blood samples (6 ml) were taken
efore and 0.5, 1, 1.5, 2, 3, 4, 6, 8, 10, 12, and 24 h after drug
dministration. The plasma was separated by centrifugation at
360 × g for 10 min and stored at −70 ◦C until analysis.

.9. Pharmacokinetic analysis

The pharmacokinetic analysis was performed using
on-compartmental methods. The area under the plasma
oncentration-versus-time curve (AUC) was calculated using
he trapezoidal rule and extrapolated to infinity. The time course
f the plasma afloqualone concentration was used to determine
he maximum plasma concentration (Cmax) and the time (Tmax)
o reach Cmax. The elimination rate constant (kel) was obtained
y linear regression of the terminal phase, and the calculated
limination half-life (t1/2) was 0.693/kel [9].

. Results and discussion

.1. Mass spectra

In the API2000 LC/MS/MS system, the precursor ions for
floqualone and methaqualone and their corresponding product
ons were determined from spectra obtained during the infusion
f standard solutions into the mass spectrometer; we used an
lectrospray ionization source, which operated in positive ion-
zation mode with nitrogen as collision gas Q2 of a MS/MS
ystem. Afloqualone and methaqualone produced mainly proto-
ated molecules at m/z 284 and 251, respectively. Both product
ons were scanned in Q3 after collision with nitrogen in Q2 at
/z 146 and 117 for afloqualone and methaqualone, respectively

Fig. 2A).
In the API4000 LC/MS/MS system, afloqualone produced

he same protonated molecules and product ions as in the
PI2000 LC/MS/MS system. Methaqualone also produced the

ame protonated molecules as in the API2000 LC/MS/MS sys-
em, although the product ion was scanned more sensitively at
/z 131 than at m/z 117 in the API2000 LC/MS/MS system

Fig. 2B).

.2. Determination of afloqualone

The retention times of afloqualone and the internal standard
methaqualone) in humans were approximately 3.5 and 4.0 min,
espectively, in the API2000 LC/MS/MS system. Fig. 3A and

show typical chromatograms for blank plasma and plasma
piked with 5 ng/ml afloqualone, respectively. The plasma sam-
le from a study participant is shown in Fig. 3C.

In the API4000 system, the retention times of afloqualone and
he internal standard (methaqualone) were approximately 0.70

nd 0.78 min, respectively. Fig. 4A and B show typical chro-
atograms for blank plasma and plasma spiked with 5 ng/ml

floqualone, respectively. The plasma sample from a study par-
icipant is shown in Fig. 4C.
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Fig. 2. Mass–mass spectra of afloqualone (A) and

.3. Linearity and detection limit

The calibration curve of afloqualone gave a reliable response
rom 0.5 to 50 ng/ml in both systems. The mean equation
f the regression line was y = 0.0633x + 0.0075 (slope range,
.0588–0.0666; intercept range, −0.0039 to 0.0095; r2 > 0.999)
nd the limit of detection was 0.1 ng/ml at a signal-to-noise (S/N)
atio of 3 in the API2000 system.
In the API4000 LC/MS/MS system, the mean equation was
= 0.0291x + 0.0018 (slope range, 0.0268–0.0312; intercept

ange, −0.0054 to 0.0153; r2 > 0.999) and the limit of detection
as 0.1 ng/ml.

a

c
a

aqualone (B) using electrospray ionization mode.

.4. Precision and accuracy

The intra- and inter-day precision and accuracy of our
wo methods for afloqualone are listed in Tables 1 and 2,
espectively. The afloqualone coefficients of variation of the
recision of the intra- and inter-day validation under the
PI2000 LC/MS/MS system conditions were less than 7.9 and
1.8%, respectively. The method exceeded 98.5% accuracy for

floqualone.

Under the API4000 system conditions, the afloqualone
oefficients of variation for the precision of the intra-
nd inter-day validation were less than 11.3 and 10.4%,
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ig. 3. Chromatograms of afloqualone (left) and the internal standard methaqu
piked with 5 ng/ml afloqualone and 100 ng/ml internal standard; (C) plasma sa

espectively. The method exceeded 94.8% accuracy for aflo-
ualone.

.5. Stability

The stability of afloqualone in plasma was investigated using
he API2000 LC/MS/MS system. The stability results are sum-
arized in Table 3. The afloqualone in human plasma was stable
ver the short-term (6 h at room temperature), long-term (30 days
t −70 ◦C), for three freeze/thaw cycles, and during extraction
48 h at 4 ◦C).

s

c
p

(right) using the API2000 LC/MS/MS system. (A) Blank plasma; (B) plasma
of subject #5, 1 h after a single oral 20-mg dose of afloqualone.

.6. Pharmacokinetics of afloqualone

All seven enrolled subjects completed the study.
he compound was tolerated very well under both the

ed and fasting conditions. No subject exhibited any
linically important changes in vital signs or electro-
ardiogram and blood chemistry parameters during the

tudy.

Fig. 5 shows the time course of the afloqualone plasma con-
entrations after a single oral 20-mg dose of afloqualone. The
harmacokinetic parameters are listed in Table 4.
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ig. 4. Chromatograms of afloqualone (left) and the internal standard methaqu
piked with 5 ng/ml afloqualone and 100 ng/ml internal standard; (C) plasma sa

.7. Effects of the sample preparation methods

We have already discussed two methods for quantifying
floqualone in human plasma. However, during subsequent
pplication of the methods, we observed that high-concentration
lasma samples (>7 ng/ml) prepared with the protein precipita-

ion method resulted in concentrations of afloqualone that were
bout 20% higher than for plasma samples prepared with the
iquid–liquid extraction method (Fig. 5). Instability was elimi-
ated as a cause because our experiments established stability

3

m

(right) using the API4000 LC/MS/MS system. (A) Blank plasma; (B) plasma
of subject #5, 1 h after a single oral 20-mg dose of afloqualone.

hroughout the study. In addition, the recoveries of afloqualone
nd methaqualone (IS) were eliminated as a factor because both
ompounds had similar recoveries. Therefore, we suspected that
on suppression arising from the different methods of sample
reparation caused this inaccuracy.
.8. Assessing the matrix effect in a bio-analysis

The matrix effect was checked with five different lots of nor-
al control heparinized plasma using the API2000 LC/MS/MS
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Table 1
The precision and accuracy of the intra-day afloqualone assay using the API2000
and API4000 LC/MS/MS systems (n = 5)

Afloqualone
added (ng/ml)

Measured (ng/ml)
(mean ± S.D.)

CV (%) Accuracy (mean
(%) ± S.D.)

API2000
0.5 0.5 ± 0.1 7.2 104.0 ± 9.1
0.75 0.7 ± 0.1 7.9 98.5 ± 9.0

25 24.6 ± 1.1 4.5 98.5 ± 4.5
50 50.2 ± 2.3 4.6 100.5 ± 4.7

API4000
0.5 0.5 ± 0.1 8.4 94.8 ± 7.9
1 1.0 ± 0.1 5.9 103.4 ± 6.1

25 25.0 ± 2.0 7.8 100.1 ± 7.8
50 48.9 ± 3.0 6.1 97.9 ± 5.9

Table 2
The precision and accuracy of the inter-day afloqualone using the API2000 and
API4000 LC/MS/MS systems (n = 5)

Afloqualone
added (ng/ml)

Measured (ng/ml)
(mean ± S.D.)

CV (%) Accuracy (mean
(%) ± S.D.)

API2000
0.5 0.5 ± 0.1 1.3 97.9 ± 7.6
0.75 0.7 ± 0.1 5.4 91.9 ± 5.8

25 22.9 ± 2.7 11.8 91.5 ± 10.9
50 48.0 ± 4.5 9.3 95.9 ± 8.9

API4000
0.5 0.5 ± 0.1 6.8 102.2 ± 7.9
1 1.0 ± 0.1 7.4 96.3 ± 7.6

2
5

s
t
c
p
e
a

0
t
p

3
t

o

Fig. 5. Time course of the plasma concentration in healthy subjects after a single
oral 20-mg dose of afloqualone. Each point represents the mean ± S.E. (n = 7).
(�) Observed plasma afloqualone concentration using the API2000 LC/MS/MS
system; (©) observed plasma afloqualone concentration using the API4000
LC/MS/MS system.

Table 4
Pharmacokinetics of afloqualone after a single 20-mg dose (n = 7)

Model independent parameters (mean ± S.E.)

API2000 LC/MS/MS
system

API4000 LC/MS/MS
system

AUC24 h (ng h/ml) 109.6 ± 11.5 132.1 ± 11.9
AUCinf (ng h/ml) 124.2 ± 11.3 152.8 ± 12.1
Cmax (ng/ml) 17.2 ± 3.6 19.7 ± 3.4
Tmax (h) 1.6 ± 0.3 2.0 ± 0.4
t

i
s
t
A
p
o
l
t
p
t

T
S

S

B
P
F
L

5 25.0 ± 2.6 10.4 100.0 ± 10.4
0 51.9 ± 5.0 9.7 102.0 ± 9.9

ystem. Both low-quality controls (LQCs) and high-quality con-
rols (HQCs) were prepared from different lots of plasma and
hecked for inaccuracy in all of the quality control (QC) sam-
les. In the QC samples, a matrix effect or interference from
ndogenous compounds was detected from two different LQCs
nd four different HQCs (Table 5).

The plasma concentrations were found to be 4.0% higher than
.5 ng/ml in the LQC samples. Conversely, we observed that
he plasma concentrations were 4.1% lower than the expected
lasma concentration (50 ng/ml) in the HQC samples.

.9. Testing the effects of the sample preparation method in

he API4000 system

The following experiments were performed to test the effect
f the different sample preparation methods on the electrospray

u
c
s
(

able 3
tability of afloqualone

tability experiments (afloqualone) Storage conditions

enchtop Room temperature (6 h)
rocess (extracted sample) 4 ◦C, for 48 h
reeze/thaw stability in plasma After the third FT cycle at −70 ◦C
ong-term stability in human plasma For 30 days at −70 ◦C
1/2 (h) 8.6 ± 0.8 9.7 ± 0.4

onization response. We used plasma samples from three healthy
ubjects prepared using the two methods described above, and
he plasma afloqualone concentrations were quantified using the
PI4000 system. Fig. 6 shows the time course of the afloqualone
lasma concentrations using the two sample preparation meth-
ds. Scatterplots of the plasma concentration using the simple
iquid–liquid extraction method versus the plasma concentra-
ion using simple protein precipitation are shown Fig. 7. The
harmacokinetic parameters are listed in Table 6. We observed
hat the high-concentration plasma samples (>7 ng/ml) prepared

sing the protein precipitation method resulted in afloqualone
oncentrations that were about 17% higher than for plasma
amples prepared with the liquid–liquid extraction method
Fig. 6).

Stability (%) ± S.D. (1 ng) Stability (%) ± S.D. (10 ng)

96.1 ± 2.5 104.6 ± 8.8
106.8 ± 8.3 103.5 ± 7.6
98.0 ± 3.9 106.0 ± 7.9

101.1 ± 6.8 99.8 ± 6.5
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Table 5
Matrix effect in five different lots of plasma for afloqualone using the API2000 LC/MS/MS system

Lot

1 2 3 4 5 Mean

Afloqualone (0.5 ng/ml)
Cal. conc. (ng/ml) 0.5 0.5 0.5 0.6 0.6 0.5
RE (%) −8.0 −4.0 8.0 10.0 14. 0 4.0

Afloqualone (50 ng/ml)
Cal. conc. (ng/ml) 55.3 47.7 47.8 43.4 45.6 48.0
RE (%) 10.5 −4.7 −4.3 −13.2 −8.7 −4.1

Fig. 6. Time course of the plasma concentration in healthy subjects after a
single oral 20-mg dose of afloqualone using the API4000 LC/MS/MS system.
E
c
a

c
p
s

F
e
t

Table 6
Pharmacokinetics of afloqualone after a single 20-mg dose using the protein
precipitation and liquid–liquid extraction methods (n = 3)

Model independent parameters (mean ± S.E.)

Protein precipitation Liquid–liquid extraction

AUC24 h (ng h/ml) 89.5 ± 16.4 81.6 ± 14.8
AUCinf (ng h/ml) 112.8 ± 15.3 121.7 ± 15.2
Cmax (ng/ml) 14.1 ± 0.9 12.6 ± 1.1
T
t

e
f
p
u
p
p
a
a
u

ach point represents the mean ± S.E. (n = 3). (�) Observed plasma afloqualone
oncentration using the liquid–liquid extraction method; (©) observed plasma
floqualone concentration using protein precipitation.
The results of this study indicate that protein precipitation
aused the least initial signal loss in the high-concentration
lasma samples (>7 ng/ml). Consequently, a pronounced ion
uppression phenomenon was recorded in the liquid–liquid

ig. 7. Scatterplots of the plasma concentration using the simple liquid–liquid
xtraction method versus plasma concentration using simple protein precipita-
ion (solid line, line of unity; dashed line, 7 ng/ml plasma concentration line).

e
t
r
t
t
m

4

t
o
s
q
s
t
u
i

A

a

max (h) 3.0 ± 0.0 2.0 ± 1.0

1/2 (h) 6.3 ± 1.8 8.7 ± 2.3

xtraction processed samples. A possible explanation for this
ollows. On visual inspection, the final solution prepared using
rotein precipitation was clearer than the final solution produced
sing liquid–liquid extraction. The volume of the plasma sam-
les (500 �l) using liquid–liquid extraction was greater than with
rotein precipitation (100 �l). This difference in sample volume
ffected how clean the plasma samples were. In Bonfiglio et
l. [10], one solution for the ion suppression problem was to
se cleaner sample preparation methods whenever possible to
liminate some of the interfering plasma components. Although
hese different sample treatment methods caused differences in
esponse suppression, the results of Bonfiglio et al. suggest that
he chemical nature of the compound has more of an effect on
he amount of response suppression than the sample preparation

ethod itself [10].

. Conclusion

In conclusion, the protein precipitation method caused
he least response suppression (matrix effect) in the analysis
f afloqualone in plasma, while the liquid–liquid extraction
amples showed high ion suppression, especially at high aflo-
ualone concentrations. In addition, the protein precipitation
ample preparation method is less expensive and faster than
he liquid–liquid extraction method. Therefore, we recommend
sing the protein precipitation method for analyzing afloqualone
n human plasma.
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